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Abstrakt

V praci skimame zakladné vlastnosti réznych variantov Strukturdlne obmedzenych
automatov s vdhami s doérazom na pripad automatov nad tropickymi polokruhmi.
Zaoberame sa rozhodovacimi problémami, ktoré uvazovali S. Almagor, U. Boker a
O. Kupfermanova pre vSeobecné automaty nad tropickymi polokruhmi a skiimame
Casovi zloZitost a rozhodnutelnost pre nasledovné obmedzenia. Definujeme si triedu
nerozvetvenych automatov, ktoré tvoria podtriedu acyklickych automatov so sluckami.
Pre nerozvetvené automaty nad tropickym polokruhom prirodzenych ¢isel ukazeme, ze
problém hornej ohrani¢enosti a problém absoliitnej ohrani¢enosti patria do triedy P,
problém konec¢nosti a problém rovnosti vah vSetkych slov patria do co-NP a problém
existencie slova s danou vahou je NP-tazky. Pre obmedzenie acyklickych automatov
so sluckami ukazeme, Ze Ziaden z uvazovanych problémov, ktory bol rozhodnutelny pre

triedu vSeobecnych automatov s vdhami, sa nestane Tahsim.

Krlucové slova: formalny mocninovy rad, automat s vahami, acyklicky automat so

sluckami, rozhodovaci problém, tropicky polokruh



Abstract

We explore fundamental properties of several variants of structurally restricted weighted
automata with emphasis on the case of automata over tropical semirings. We also study
hardness of decision problems, considered by S. Almagor, U. Boker, and O. Kupferman
for general weighted automata over tropical semirings, in the following restricted set-
tings. We define branchless automata as a subclass of acyclic automata with loops. For
branchless automata over tropical semiring of natural numbers we show that the upper
boundedness problem and the absolute boundedness problem belong to P, the univer-
sality problem and the V-exact problem belong to co-NP, and the J-exact problem
is NP-hard. For acyclic weighted automata with loops, we observe that all decision

problems that are decidable in the general setting, do not become easier.

Keywords: formal power series, weighted automaton, acyclic automaton with loops,

decision problem, tropical semiring
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Notations

In this thesis, we use the following notations:

e N denotes the set of all natural numbers including 0.

N* denotes the set of all positive natural numbers.

[a,b] denotes the set {i € Z | a <i < b}.

[a, b] denotes the set {i € R | a <i < b}.

|w| is the length of a word w.

alph(w) is the set of letters occurring in a word w.

#.(w) is the number of occurrences of a letter ¢ in a word w.

¢ denotes the empty word.

() denotes the empty set.

2% denotes the set of all subsets of X.

e A C B denotes that A is a subset of B.
e A C B denotes that A is a strict subset of B.

o A — B is the difference of sets A and B.






Introduction

In the early nineties, D. Krob proved that the equality problem for rational series over
the tropical semiring of integers is undecidable [12], which was a starting point in the

study of decision problems for weighted automata over tropical semirings.

The proof of this result was later simplified by T. Colcombet (unpublished; the proof
can be found in [7]) and independently by S. Almagor, U. Boker, and O. Kupferman
[1]. The latter authors have actually obtained a stronger result, proving undecidability
of the universality problem for tropical weighted automata. They also initiated a

systematic study of several related decision problems, which they later deepened in [2].

Many problems studied in [2] turned out to be hard or even undecidable, which raises
the question of whether these problems would become easier for some restricted class
of weighted automata over tropical semirings. The case of deterministic automata was
already studied in [2] where it is shown that most of the problems are decidable in

polynomial time.

On the other hand, in this thesis, we focus on structural restrictions imposed on tran-

sition graphs of automata.

One of the restricted classes of automata that we study in this thesis consists of acyclic
automata with loops, that is, automata without cycles other than loops. In the un-
weighted context, these automata are also known as acyclic automata [11], partially
ordered automata [13] or extensive automata [16]. We use the term acyclic weighted

automata with loops to distinguish the class from the one considered by M. Mohri [15].

The class of languages realised by acyclic automata with loops coincides with the
level 3/2 of the Straubing-Thérien hierarchy [3| and was also studied under the name
alphabetic pattern constraints [4]. In the deterministic variant, acyclic automata with

loops realise the class of R-trivial languages [5].

Our aim is to explore the basic properties of acyclic weighted automata with loops over
general semirings and to study decision problems for acyclic weighted automata with
loops in the context of tropical semirings. As we demonstrate later, the complexity

of the problems decidable for general weighted automata tends not to become easier



4 Introduction

under the restriction to acyclic automata with loops. This finding led us to focus on
a more restricted class of automata, which we call homogeneous branchless automata.
These automata can be seen as consisting of a single branch of some acyclic automaton

with loops, which uses the same letter on each transition between two different states.

For this class of automata over tropical semirings, we obtain new results for the upper

boundedness problem, the universality problem and the J-exact problem of [2].



Chapter 1
Preliminaries and Known Results

This chapter defines and explains fundamental notions and concepts used throughout
the thesis and reviews the previous results in the area of decision problems over tropical
semirings. We assume that the reader is familiar with the concepts of finite automata

and formal languages.

1.1 Semirings

A semiring is an algebra (S, +,-,0,1) where S is a set, + is an associative and commu-
tative binary operation over S with 0 as the neutral element, - is an associative binary
operation over S with 1 as the neutral element, the operation - distributes over + from
left and right, and a -0 = 0-a = 0 holds for all @ € S. The first two conditions can be
equivalently formulated as (S, +,0) being a commutative monoid and (S, -, 1) being a

monoid.

Most notable semirings used in connection with weighted automata include:

The standard semiring of natural numbers (N, +, -, 0,1) with the usual addition

and multiplication.

The Boolean semiring (B, V, A,0,1).!

The tropical semiring, also known as min-plus semiring, over natural numbers

Npin = (NU {00}, min, +, 00, 0) or over integers Z,;, = (ZU{oo}, min, +, 00, 0).

The arctic semiring, also known as max-plus semiring, over natural numbers

(NU {—o0}, max, +, —00,0) or over integers (Z U {—oo}, max, +, —00, 0).

! An ordinary nondeterministic automaton without weights can be viewed as a weighted automaton

over the Boolean semiring.
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The probability semiring over positive real numbers (R; U {oco}, +,-,0,1).

The semiring of formal languages (2>, U, -, (), {e}) with the operations of union

and concatenation over the set of subsets of language ¥*.

Every bounded distributive lattice is a semiring [6].

Every field is a semiring.

1.2 Formal Power Series

Before we discuss weighted automata, we first need to take a look at formal power
series, i.e., the objects realised by weighted automata. Formal power series map words

over an alphabet ¥ to elements of a semiring S.

In this and the following sections, we assume S to be an arbitrary semiring and X to

be an arbitrary alphabet.

Definition 1.2.1. A formal power series in several noncommutative variables from ¥

and with coefficients in S, or a formal power series over S and X for short, is a mapping

r:x*— .5,

which is usually written as

r= Z (r,w)w,

wWE*

where (r,w) is the value of a word w under the mapping r, called the coefficient of the

word w in the series r. The coefficient (r,¢) is called the constant coefficient.

For a power series consisting of one term with coefficient equal to 1 or a series where
coefficients of words other than e are zero, we use a shorter notation, writing only the

word from ¥* or the coefficient from S, respectively.

The support of a formal power series r over S and ¥ is defined to be a language
supp(r) = {w € ¥ | (r,w) # 0}.

Notation 1.2.2. The set of all formal power series over S and ¥ is denoted by S{(3*).
The set of all formal power series over S and > whose support is finite set, also called
polynomials over S and 3, is denoted by S(¥*). For a given language L C ¥* we
denote by S{L)) the set of formal power series {r € S{¥*) | supp(r) C L} and
similarly S(L) = {r € S(¥*) | supp(r) C L}.
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Definition 1.2.3. Let r,s € S{X*)) be formal power series over S and X. The sum
r + s of series r, s is a formal power series over S and 3, where for every word w from
>,

(r+sw)=(r,w)+ (s, w).
The Cauchy product r - s of series r, s is a formal power series over .S and >, where for

every w from X%,

(r-s,w) = Z (ryu) - (s,v).

uvEX*
uv=w

It is known that (S{X*)),+,-,0,1) with the above-defined sum and Cauchy product is
a semiring [6]. The problem that may arise is the impossibility of summing through
infinite collections of power series. Thus, we define locally finite family of power series,
which ensures that for each word from X* there is only a finite number of nonzero

terms to sum up.
Definition 1.2.4. The family of formal power series (r; | i € I) over S and X is locally

finite if for every word w from ¥*, the set I(w) = {i € I | (r;,w) # 0} is finite.

Then, the sum r = )., r; of the locally finite family of formal power series (r; | i € I)

is defined for every word w from ¥* by

(ryw) = Z (ri,w).

1el(w)

Definition 1.2.5. Let r be a formal power series from S{¥7)). The star of the series

r* = E rt.

The family of power series (r' | ¢ € N) is locally finite because the constant coefficient
here is 0 [6].

r is defined as

1.3 Weighted Automata

Weighted finite automata, or simply weighted automata for short,? form a generali-
sation of classical finite automata where every transition has its own weight. These
weights are multiplied throughout the run on a given word. Values of particular runs

on a given word are then added up.

When not stated otherwise, weighted automata are always assumed to be nondetermin-

istic, i.e., multiple transitions upon a single letter are allowed from a single state. Later

2In this thesis, we do not consider infinite automata.
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in this section, we also define a deterministic variant of weighted automata, which is
weaker than the nondeterministic variant in general. We do not consider transitions
on ¢, which solves many problems connected with infinite sums over the underlying

semiring.

Definition 1.3.1. A weighted automaton over S and X is a 4-tuple A = (Q,0,¢,7)
where () is a finite set of states, o : ) X X x () — S is a transition weighting function,
t: @ — S is an initial weighting function, and 7 : ) — S is a terminal weighting

function.

A transition of a weighted automaton A is a triple (q,a,p) € @ x ¥ x @ such that
(g, a,p) # 0.

A run from state ¢; to state g, of an automaton A = (Q,0,t,7) is an alternating

sequence

7= (QI,GhQQa s aqm—laam—lv(Jm)

of states of the automaton A and letters from alphabet X, where m € N*, q1,...,qm €

Q, ai,...am_1 €% and (¢, a;, g1 1) is a transition for every i € [1,m — 1].

A run v from state ¢; to state g,, of an automaton A = (Q,0,¢,7) is called successful
if ¢(q1) # 0 and 7(gm) # 0.

Let A = (Q,0,t,7) be a weighted automaton. The word read during the run v =
(¢1,01,G2, -+, Gm—1, Gm—1, ¢m) is defined by A(y) = a;...a,—1 and the length of the
run is given by |y| = m — 1. We say that v is a run on A(y). We also use the symbol
o for representing the weight of the run without the initial and the terminal weights,
which is given by o(v) = [17" 0(¢, @i, giv1)- Let us also define R(A) to be the set of

all successful runs of the automaton A.
For a given automaton A = (Q,0,¢,7), states p,q € @, and word w € X*, we write

p — ¢ if there exists a run on w from p to ¢ in A.

Remark 1.3.2. Without loss of generality, we often confine ourselves to automata
where the set of states is [1,n] for some n € Nt ie., A = ([1,n],0,t,7). Such

automaton is denoted as A = (n, 0,1, 7).

In the case of classical finite automata, an automaton realises a formal language. In
the case of weighted automata, we need to define the formal power series realised by a

given automaton A, which is denoted by ||.A]|.

The monomial realised by a run v of an automaton A from state p to ¢ is

7l = (p)o(v)T(g)A(y)-
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Definition 1.3.3. Let A be a weighted automaton over S and Y. A series realised by
the automaton A is defined by

1A= [kl

YER(A)

Since we do not consider transitions on ¢, the family of formal power series (||7|| | v €
R(A)) used in the definition of ||.A]| is locally finite since there is only a finite number

of runs on a given word.

Definition 1.3.4. A deterministic weighted automaton over S and 3 is a weighted
automaton A = (Q, 0, ¢, T) such that

(i) For each states p,q1,q2 € Q and letter a € ¥, ¢; = ¢ holds if o(p, a, q;) # 0 and
O(pa a, Q2> 7£ 0.

(ii) There is no more than one state p € @ which has nonzero initial weight, i.e.,

t(p) # 0.

Definition 1.3.5. Let A = (Q,0,¢,7) be a weighted automaton over S and ¥. A
state p € @ is useful if there exists a successful run in A which passes through p. The

automaton A is called trim if every state p € Q) is useful.

See, e.g., J. Sakarovitch [17], for a proof of the following simple propositions for un-
weighted finite automata. Since the weights do not affect whether a state is useful, the

same holds also in a weighted context.

Proposition 1.3.6. For every weighted automaton A = (n,0,¢,7) there exists a
weighted trim automaton A" = (n/,0’, ¢, 7') such that ||A'|| = ||A]l.

Later on in this thesis, we assume all given automata are trim.

For every weighted automaton, we can also find an equivalent automaton, which has

only one state with a nonzero initial weight.

Proposition 1.3.7. [17] For a weighted automaton A over S and X, there exists a
weighted automaton A" = (Q',0’,//,7") over S and ¥ and a state ¢ € @' such that
'(q) # 0 and ¢/(p) = 0 holds for all states p € Q" — {q}, and ||A|| = ||A]|.

Definition 1.3.8. Let S be a semiring and > an alphabet. For every weighted
automaton A = (ng4,04,t4,74) over S and 3 and every weighted automaton B =

(ng, o5, t5,78) over S and X, a disjoint union of A and B is a weighted automaton
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C = (ne,0¢, tc, 7c) over S and 3, denoted by C = A + B, such that

ne =MnaA+mns
te(p) = ta(p), 7e(p) = Ta(p) for every p € [1,n4]
oc(p,c,q) = o4(p,c,q) for every p,q € [1,n4] and every ¢ € &
te(p+na) = us(p), 7c(p + na) = 75(p) for every p € [1,ng
) =

oc(p+nu,c,q+ny) =os(p,c q) for every p,q € [1,ng] and every ¢ € 2

and every other value of o¢, (¢ and 7¢ is equal to 0.

Proposition 1.3.9. [18] Let S be a semiring and X an alphabet. For every weighted
automaton A = (ny4,04,t4,74) over S and 3 and every weighted automaton B =
(ns, 05, 13, 75) over S and 3, || A+ Bl = || A]| + [|B][.

1.4 Rational Expressions and Rational Series

Another way of realising formal power series is through rational expressions, which
form a language over the alphabet {r | r € S(E U {e})} U{+,-*,(,)}. When defining
semantics of rational expressions, we have to avoid using a star operation on expressions

which evaluate to series with nonzero constant coeflicient.

Definition 1.4.1. A rational expression over S and ¥ is a word over the alphabet
{rireSEU{eh}U{+, -, (,)} defined as follows:

(i) For every series r from S(3 U {e}}) the expression r is a rational expression.

(ii) For every two rational expressions E and F, the expressions (E + F), (E - F), and

(E)* are also rational expressions.

(iii) Nothing else is a rational expression.

Next, we define the formal power series ||E|| realised by a rational expression E.

Definition 1.4.2. Let E be a rational expression over S and ». A formal power series

realised by the rational expression E over S and X is defined as follows:

(i) If E is a rational expression for which E = r for some r € S(3 U {e})}, then r is

the formal power series realised by E.

(ii) If E = (F+G) or E = (F-G) for some rational expressions F and G, then
|[E[l = [[FI[+ lIGI[ or [|E[| = [[FI] - [|G]| respectively.
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(iii) If E = (F)* for some rational expression F and if there exists a formal power series

||F|| with zero constant coefficient, then ||E|| = ||F||*.

(iv) Other rational expressions do not realise any formal power series over S and X.

We say that a rational expression E is valid if there exists a rational series which is

realised by E.

Theorem 1.4.3. [17] For a given formal power series r over S and ¥ the following

statements are equivalent:

(i) There exists a rational expression G such that ||G|| = 7.

(ii) There exists a weighted automaton A such that ||A|| = 7.

Formal power series realised by rational expressions or weighted automata are called

rational series. The set of all rational series over S and ¥ is denoted by S-Rat(X*).

Figure 1.1: Weighted automaton A over semiring (N, +,-,0,1) and alphabet {a, b}.

Example 1.4.4. Figure 1.1 shows automaton A = (n, g, ¢, 7) over semiring (N, +, -, 0, 1)
and the alphabet {a,b}. Based on the diagram, we deduct n = 4, o(1,q,2) =
1, 0(2,a,3) = 1, 0(2,0,4) = 1, 0(3,a,4) = 3, 0(3,b,4) = 2, o(4,a,1) = 1, other
values of o are zero, and initial and terminal weights are (1) = 7(3) = 1,:(2) = ¢(3) =
1(4) =71(1) =7(2) = 7(4) = 0. We easily see that the automaton A realises the same

series as the rational expression

| A|| = (aba + 2aaba + 3aaaa)*aa.
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1.5 Decision Problems over Tropical Semirings

In this section, we present an overview of recent results related to decidability questions
for weighted automata over tropical semirings, sometimes referred to as the min-plus

semirings.

Weighted automata over tropical semirings assign to each word w the minimum value
of a run on w. From various tropical semirings, we consider those used by S. Almagor,
U. Boker, and O. Kupferman [2|, i.e., Z,;, and N,,;,.

Now, we define decision problems for weighted automata that have been considered in
[2]. All automata are understood to be over an alphabet ¥ and a tropical semiring S
such that S = N,,;,, or S = Z,,,;,, in what follows.

e The nonemptiness problem: Given an automaton A and a threshold T € S,
decide whether there exists a word w € ¥* such that (||Al|,w) < T.

e The universality problem: Given an automaton A and a threshold T" € S, decide
whether (||.A]],w) < T holds for all words w € ¥*.

e The upper boundedness problem: Given an automaton A, decide whether there
exists a bound B € S such that (||A]|,w) < B holds for all words w € ¥*.

e The absolute boundedness problem: Given an automaton A, decide whether there
exists a bound B € S such that —B < (|| A||,w) < B holds for all words w € ¥*.

e The J-exact problem: Given an automaton A and a value V' € S, decide whether
there exists a word w € ¥* such that (||A||,w) =V.

e The V-exact problem: Given an automaton A and a value V' € S, decide whether
(]| A}, w) = V holds for all words w € supp(A).?

e The equality problem: Given automata A and B, decide whether (||A||,w) =
(1|B]],w) holds for all words w € ¥*.

e The containment problem: Given automata A and B, decide whether (||A||,w) >
(||B]], w) holds for all words w € ¥*, i.e., whether ||.A|| contains ||B]]|.

S. Almagor, U. Boker, and O. Kupferman [1, 2| systematically examined the decidabil-
ity of the decision problems listed above for weighted automata over tropical semirings.
They also showed a reduction of the undecidable halting problem for two-counter ma-

chines to the universality problem for weighted automata over Z,,:,.* They consider

3This is the only problem considered in [2] where the set of words is limited to the support of A.
1A similar reduction was also obtained by T. Colcombet |7]
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decision problems over both deterministic and nondeterministic automata, and both
over Zmmin and N,,;,,. The summary of the decidability results and time complexities is
shown in tables 1.1 and 1.2.

Deterministic Nondeterministic
Nonin, Zmin Ninin Lopin
Nonemptiness P P
Universality P PSPACE-complete Undecidable
Upper Boundedness P PSPACE-complete Undecidable
Absolute Boundedness P PSPACE-complete
V-exact P PSPACE-complete
J-exact NP-complete | PSPACE-complete Undecidable

Table 1.1: Decidability results and time complexities of selected problems examined
by S. Almagor, U. Boker, and O. Kupferman [2].

|| Al is equal to ||B]|

B is deterministic

B is nondeterministic

A is deterministic

A is nondeterministic

P
PSPACE-complete

PSPACE-complete
Undecidable

||A|| contains ||B]|

B is deterministic

B is nondeterministic

A is deterministic

A is nondeterministic

P
P

Undecidable
Undecidable

Table 1.2: Decidability results and time complexities of the equality and the contain-

ment problems examined in [2]| for semirings N,,;, and Z,,;,.

The authors of [2] also showed polynomial reductions between some problems.

Proposition 1.5.1. The following holds for both deterministic and nondeterministic

weighted automata over Z,,;, and N,,;,:

(i) The absolute boundedness problem is polynomially reducible to the upper bound-
edness problem. [2, p. 18]

(ii) The V-exact problem is polynomially reducible to the universality problem. |2,
p. 16]

(iii) The containment problem for an automaton® and a nondeterministic automa-
ton is polynomially reducible to the equality problem for two nondeterministic

automata. [2, p. 10]

5The reduction is independent of whether the automaton is deterministic or nondeterministic.
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(iv) The equality problem for two nondeterministic or two deterministic automata is
polynomially reducible to the containment problem for two nondeterministic or

two deterministic automata, respectively.

(v) The universality problem for a nondeterministic or deterministic automaton is
polynomially reducible to the containment problem of two nondeterministic or

deterministic automata respectively.

Proposition 1.5.2. For both deterministic and nondeterministic weighted automata
over N,,.;,, the upper boundedness problem is polynomially reducible to the universality

problem.

Proof. Upper boundedness of the series realised by an automaton A over N,,,;,, is equiv-
alent to upper boundedness of the series realised by an automaton B over N,,;, with
weights from the set {0, 1, 00} obtained by replacing all positive integer weights by 1.
K. Hashiguchi showed that such automaton is upper bounded iff it is upper bounded
by 24’ +nlos(n+2)+n where n is the number of states of B [10]. Thus, automaton B
is upper bounded iff the answer to the instance of the universality problem with a
threshold 7' = 24n*+nlog(n+2)+n i affirmative. The input transformation can be done in

polynomial time since 7' can be stored in O(n?) of space. O



Chapter 2
Branchless Automata

One of the structurally restricted classes of weighted automata we examine is the class
of acyclic automata with loops, which we study in the next chapter. Acyclic automata

with loops are defined as automata which do not have a cycle longer than one.

Before that, we focus on a more restricted class of weighted automata — branchless
automata — which is useful for characterising rational series realised by acyclic automata
with loops and for defining a normal form of acyclic automata with loops, which we

call branchless normal form.

In this chapter, we first define branchless automata and homogeneous branchless au-
tomata. Then, we characterise a subclass of rational series realised by branchless
automata and define a normal form for branchless automata over commutative semir-
ings. Next, we define notations and provide a necessary basis that we use in proving
the main results of this thesis. These results include time complexity improvements
for deciding certain decision problems, e.g., the upper boundedness problem or uni-
versality problem, for homogeneous branchless automata over semiring N,,;,. In the
last section, we show an improved version of the NP-hardness proof for the J-exact

problem demonstrated in [2].

Some of the definitions, propositions and theorems we present are considered over
arbitrary semiring or arbitrary commutative semiring, but most of them hold only for

tropical semirings N,,;, and Z,,;,.

A branchless automaton has one initial state, one terminal state, and at most one

ingoing and outgoing transition for each state, except for loops.

Definition 2.0.1. Let S be a semiring and X an alphabet. A weighted automaton

A= (n,o,i,7) over S and X is called branchless if

(i) (1) #0,7(n) #0,(2)=...=1n)=71)=...=7(n—1) =0,
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(ii) o(p,a,q) = 0 holds for every p,q € [1,n] with ¢ € {p,p + 1},

(iii) for every p € [1,n — 1], there is at most one letter ¢ € 3 such that (p,c,p+1) is

a transition.

Figure 2.1: Branchless automaton A over semiring (N,+,-,0,1) and alphabet
{a,b,c,d}.

Definition 2.0.2. Let S be a semiring, 3 an alphabet and A = (n,0,¢,7) a branchless
weighted automaton over S and ¥. A transition (p, ¢, q) where p,q € [1,n] and ¢ € &

is called a sequel transition if p # q and a loop transition if p = q.

We also define a more strict version of branchless automata — homogeneous branchless
automata — which are simply branchless automata such that the labels of all sequel

transitions are the same.

Definition 2.0.3. Let S be a semiring and ¥ an alphabet. A branchless weighted
automaton A = (n,0,¢,7) over S and X is called homogeneous if there exists a letter
a € ¥ such that for every p,q € [1,n] and ¢ € ¥, ¢ = a holds for all transitions (p, ¢, q)
such that p # q.

Convention 2.0.4. Without loss of generality, we denote the common label of all
sequel transitions in a homogeneous branchless automaton by a. A loop with a label a

is called an a-loop.

Figure 2.2: Homogeneous branchless automaton B over Z,,;, and {a, b, c}.

Definition 2.0.5. Let S be a semiring, > an alphabet and A = (n, 0, t,7) a branchless
automaton over S and X. For every p,q1, ¢ € [1,n], the state p is said to be between

the state ¢; and the state g2 if g1 < p < g or ¢ > p > ¢o.
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2.1 Characterisation of Realised Series and Normal

Form

Now, we characterise the subclass of rational series realised by branchless automata.

Theorem 2.1.1. Let S be a semiring and ¥ an alphabet. For a rational series r €
S{(3*), there exists a branchless weighted automaton A such that || A|| = r iff

* * *k
r =voRjva1Rsvy .. . vy_1an_1 R} 0,

for some n € N™ vg,...,v, € S,ay,...,a,-1 € ¥ and Ry,..., R, € S(T).!
Proof.

= For a given branchless automaton A = (n,o0,t,7) over S and X, we construct
the series r as follows. Let vy = ¢(1), v, = 7(n), and for every ¢ € [1,n — 1]
and ¢ € X, such that (i,¢,i+ 1) is a sequel transition in A, let v; = o(i,¢,i + 1)
and a; = c¢. For every i € [1,n], let R; € S(X) be given for every ¢ € ¥ by

(R;,c) = o(i,c,i). Obviously, r = vgR{via1 Ryvy . .. vp_1a,_1 R, = || Al

< For a given rational series r = voRjvia1R5vs ... vy_1ay_1 R} v,, We construct a
branchless automaton A = (n, o, ¢, 7) over S and X such that (1) = vg, 7(n) = v,
and o(i,a;,7+ 1) = v; holds for all i € [1,n — 1]. For every ¢ € [1,n] and every
ce X, let o(i,c,i) = (R;,c). Every other value of o,¢ and 7 equals to 0. It is
obvious that ||A]| = 7. O

Example 2.1.2. The automaton A from Figure 2.1 realises the rational series
||A|| = 1(1c)*2a7d(2a + 1¢)* 103
and since (N, +,-,0,1) is a commutative semiring, we have

| A|| = 42c¢*ad(2a + ¢)*b.

The automaton B from Figure 2.2 realises the rational series

||B|| = 2a(la + 0b)*a(2¢)".

Since every successful run of a branchless automaton over a commutative semiring
must pass through all sequel transitions, we may “relocate” all weights of the sequel
transitions, the initial weight and the terminal weight to the initial weight of the first
state without changing the weight of any successful run of the given automaton. Based

on that, we define the following normal form.

Note that the support of a formal power series from S(3) is a subset of ¥.
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Figure 2.3: An automaton in normal form, equivalent to the automaton from Figure 2.2.

Definition 2.1.3. Let S be a commutative semiring and ¥ an alphabet. A branchless
automaton A = (n,0,¢,7) over S and ¥ is in normal form if 7(n) =1 and o(p,¢,q) =1

for every sequel transition (p, ¢, q).

Theorem 2.1.4. Let S be a commutative semiring, > an alphabet. For every branch-

less automaton A = (n,0,¢,7) over S and X, there exists a branchless automaton

A" = (n,o',//,7") over S and X in the normal form such that ||A'|| = ||A]|.
Proof. Let cy,...,c,—1 be the sequel transition letters of the automaton A.2 We put
(n) =1

n—1
/(1) =u)r(n) [[oliei+1)
i=1
o'(i,¢,1) = o(i,c,i) for every i € [1,n] and every c € ¥

o Lifo(i,c,j) # 0, o L,
o'(i,c,7) = for every i,7 € [1,n] and every ¢ € ¥ such that i # j.

0 otherwise,

Every other value of // and 7’ is set to zero.

For every successful run v of A we construct exactly the same run ' of B and show
that ||| = [|v]]. We see that

Y1l = (D)o’ ()7 (n)

=/(1) H o'(i,¢, 1+ 1)L7'(n)

=1

n—1

2 ()r(n) [ i ci + 1)L

= (Do (y)r(n)
= [1ll;

2Whenever we consider labels of the sequel transitions of an automaton, we assume they are sorted
according to the order in which they occur in the automaton from the initial state to the terminal

state.
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where L is the weight of the loop transitions in 7 or 4 which is the same for both runs.
Here, (1) holds because 7/(n) = [[/=] ¢’(i,¢;,i + 1) = 1. Equality (2) holds because
/(1) = u(1)r(n) H?:_II o(i,ci,i+1).

Since we constructed a weight preserving bijection between the runs of A" and A, we
proved [|A'|] = [|A]l. =

Remark 2.1.5. Later on in this chapter, we assume every given branchless automaton
over a commutative semiring to be in the normal form. This enables us to ignore all

sequel transitions when resolving the weight of a run.

2.2  Definitions and Basic Observations

Before we prove the main theorems, we make some basic observations on branchless
automata and define mappings useful in proving the main theorems. The section is

divided according to mappings defined in the particular subsections.

2.2.1 Destinations of Runs

We define a mapping dest,, for a given run v, which returns a state reached after reading

a given word along the run.

Definition 2.2.1. Let S be a semiring, ¥ an alphabet, A = (Q,0,¢,7) a weighted
automaton® over S and ¥ and v = (q1, a1, 42, - -, Gm_1, Gm) a run of A where m € N*,
Q- qm € @, and ay,...,a,-1 € X. The partial mapping dest, : ¥* — () maps
every prefix u of the word w = a; ... a,,_1 to the state reached after reading the prefix

u along the run . Formally
destv(al e aj) = {qj+1
for every j € [1,m — 1]. The mapping dest, is defined only for prefixes of w.

Example 2.2.2. Let v = (1,¢,1,b,2,a,3,a,4,a,4,d,4,a,4,¢,5) be a run of the au-
tomaton C from Figure 2.4. Then

dest,(e) =1, dest,(c) =1, dest, (cb) = 2,
dest, (cba) = 3, dest, (cbaa) = 4, dest, (cbaaa) = 4,
dest, (cbaaad) = 4, dest, (cbaaada) = 4, dest, (cbaaadac) = 5.

For every other word w € ¥*, dest,(w) is undefined.

3Notice that we do not assume branchless automata.
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Figure 2.4: Branchless automaton C over Z,,;, and X = {a, b, ¢, d}.

2.2.2 Number of Loop Transitions for a Given State and Letter

Next, we define a mapping num, that is useful in resolving the weight of a run and

detecting the number of uses of a particular loop.

Definition 2.2.3. Let S be a semiring, > an alphabet, A = (Q,0,¢,7) a branchless
automaton over S and ¥ and v = (q1,4a1,...,0m_1,¢n) a run of A where m € NT,
ai,...,0m—1 € X and qi,..., ¢y, € . The mapping num, : ) x ¥ — N maps a state
q € @ and a letter ¢ € ¥ to the number of times the c-labelled loop is used by the run
~ in the state q. Formally

num,(q,c) = [{i € [1,m —1] | ¢ = ¢ = g1 and a; = c}|.

Example 2.2.4. Let v = (1,¢,1,b,2,a,3,a,4,a,4,d,4,a,4,¢,5) be a run of the au-

tomaton C from Figure 2.4. Then, for instance,

num,(1,¢) =1, num,(1,b) =0, num,(2,a) =0,
num,(3,a) = 0, num,(4,a) = 2, num,(4,b) =0,
num,(4,¢c) =0, num,(4,d) =1, num,(5,b) = 0.

Proposition 2.2.5. Let S be a commutative semiring, ¥ an alphabet and A =
(n,o,1,7) a branchless automaton over S and . For every word w € ¥* and ev-
ery successful run v of A on w, o(y) = szl [Les o, e, p)"m @€ In the case of

tropical semirings N,,;, and Z,;n,

o(y) = Z Z num, (p, c)o(p, ¢, p).

p=1 ceX

Proof. Since we assume all given branchless automata to be in the normal form, then
all sequel transitions have a weight of 1.* Therefore the only relevant weights are on
the loops. O

Corollary 2.2.6. Let S be a commutative semiring, 3 an alphabet and A = (n, 0, (,7)

a branchless automaton over S and ¥ such that o(p,c,p) € {0,1} for every p €

4The number 1 denotes the neutral element of a multiplicative operation.
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[1,n],c € ¥ — {a}. Then, for every word w € ¥* and every successful run v on

wof A, o(y) = H;L:1 o(p,a,p)™™ @) In the case of tropical semirings Nyin 0 Zpin,

o(y) = Z num,(p, a)o(p, a,p).

2.2.3 Loop Sets at the Particular States

The following mapping loops returns for a given state of a homogeneous branchless
automaton the set of letters for which there exists a loop on a given state except for
the letter a. This mapping is used for example in constructing a run (e.g., Lemma 2.3.12

or Lemma 2.4.3) or in defining a relation of supersession.

Definition 2.2.7. Let S be a semiring, ¥ an alphabet and A = (Q, 0,¢,7) a homoge-
neous branchless automaton over S and . The mapping loops : Q — 2* maps a state
p € @ to the set of letters other than a, for which there exists a loop transition at p.

Formally,
loops(q) = {c € £ —{a} | o(q,c,q) # 0}

for every state ¢ € Q.

Example 2.2.8. For the automaton C from Figure 2.4, the following holds:

loops(1) = {c}, loops(2) =0, loops(3)={b}, loops(4)={c,d}, loops(5)= 0.

2.2.4 Supersession

We now define a notion of supersession, which is a tool heavily used in our proof
that the upper boundedness problem for homogeneous branchless automata over N,,,;,
belongs to P (see Theorem 2.3.16).

Definition 2.2.9. Let ¥ be an alphabet and A = (n, 0,¢, 7) a homogeneous branchless
automaton over N,,;, and ¥. A state p € [1,n] with an a-loop is superseded by
a state ¢ € [1,n] with an a-loop, if for every state r € [1,n] between p and g,
loops(p) C loops(r) C loops(q).> We also say that g supersedes p and write ¢ = p. If
o(q,a,q) = 0, then we say ¢ supersedes p with a zero loop and write ¢ =° p, otherwise

we say ¢ supersedes p with a positive loop and write ¢ =7 p.

The relation = introduced above is a preorder relation on the set of states with an a-

loop. The reflexivity is obvious. The transitivity is proved in the following proposition.

5Note that oo is the neutral element of the additive operation of N,,;,.
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Proposition 2.2.10. Let X be an alphabet and A = (n, 0, ¢, 7) a homogeneous branch-
less automaton over N,,,;, and X. For every p,q,r € [1,n] such that there is an a-loop

on p,q and r, p > r holds whenever both p > ¢ and ¢ > r.

Proof. Let p = q and ¢ = r. We need to show that for every state ¢t between p and

r, loops(p) (5) loops(t) (S) loops(r). If p < g < rorr < q < p, the state t must be
between p and ¢ or between g and r. If p < r < q or ¢ < r < p, the state t must be
between p and ¢. Finally, if ¢ < p <7 or r < p < g, the state t must be between ¢ and
r. It is, therefore, sufficient to check that (A) and (B) holds for every state between p

and ¢ and also for every state between ¢ and r.

(A) For every state ¢t between p and ¢, loops(p) 2 loops(t) holds by p = ¢. For every

@ )
state ¢ between ¢ and r,loops(p) 2 loops(q) 2D loops(t). Here, (1) follows from
p = q and (2) from g = r.

1) (2
(B) For every state t between p and g, loops(t) O loops(q) 2 loops(r). Here, (1)
follows from p = ¢ and (2) from ¢ > r. For every state ¢ between ¢ and r,
loops(t) 2 loops(r) holds by ¢ = r. O
a,c,d a,b,c b a,b a,b b,d a,b

RONROURG NG IS0 IO N0

Figure 2.5: A branchless automaton D with hidden weights over alphabet {a,b, ¢, d}.

Example 2.2.11. For automaton D from Figure 2.5, the states which are considered
in the supersession relations are 1, 2,4, 6,8, because they have a loop on the letter a.
The only supersession relation here is 2 > 4. For other pairs of states, some condition is
not satisfied. For example, state 1 does not supersede any state, as loops(1) 2 loops(2).
States 4 and 6 are not in a relation since loops(5) 2 loops(4) nor loops(5) 2 loops(6).
Also, states 6 and 8 are not in a relation, because loops(6) 2 loops(7) and loops(8) 2
loops(7).

2.2.5 Minimal Runs

In branchless automata, after reading a letter ¢ € ¥ in a state p, a run cannot proceed
to a state different than p or p 4+ 1. In the case of homogeneous branchless automata,

a run must stay in the same state after reading a letter ¢ € 3 — {a}.
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Proposition 2.2.12. Let S be a semiring, ¥ an alphabet and A = (n,0,¢,7) a ho-
mogeneous branchless automaton over .S and ¥. For every word w € ¥* and states

p,q € [1,n] such that p = ¢, the inequalities p < ¢ < p + #4(w) hold.

Proof. In a homogeneous branchless automaton, the run may “move” at most #,(w)

states further while reading #,(w) times the letter a. O

Proposition 2.2.13. Let S be a semiring, ¥ an alphabet, A = (n, 0, ¢, T) a branchless
automaton over S and X, and ¢y, ..., ¢, 1 € X the labels of the sequel transitions of A.
For every word w € ¥* and states p, ¢ € [1,n] such that p = ¢, the w must contain a

scattered subword ¢, ...c,—1.

Proof. The proof is trivial just by looking at a rational series realised by A. O

Definition 2.2.14. Let S be a tropical semiring N,,;,, or Z,,;,, > an alphabet, A =
(n,o,t,7) a branchless automaton over S and X, p,q € [1,n] states and w € ¥* a
word. A run v on w from p to ¢ is called minimal if o(y) < o(y') holds for every run

~" on w from p to q.

Definition 2.2.15. Let S be a tropical semiring N,,;,, or Z,,;,, > an alphabet, A =
(n,o,t,7) a branchless automaton over S and 3, v = (¢1,a1,. .., An_1,¢m) & run of A
where m € Nt ay, ..., a1 € 3, and q1, ..., ¢y, € [1,n]. A run v of A is called a sub-
run of v in A if there exists k,[ € [1,m] such that & <[ and v = (qx, ax,- .., a-1,q)-

Proposition 2.2.16. Let S be a tropical semiring N,,;, or Z,,;,, ¥ an alphabet,
A = (n,o0,1,7) a branchless automaton over S and X, p,q € [1,n] states of A and
w € X* a word. If y is a minimal run from p to ¢ on w and ~, 5, is a subrun of v from
some state r € [1,n] to some state s € [1,n] on a word v € ¥*, then ~, 5, is minimal

run as well.

Proof. We prove the proposition by a contradiction. Let « be a run from p to ¢ on w
and let 7, s, be a subrun of v from p to ¢ on v for some r, s, € [1,n] and v € ¥*. Let
u1,us € X* be words such that w = ujvus, ¥y, a subrun of v from p to r on u; and
Vs,q.us @ subrun of v from s to g on uy. If the run +, ., is not minimal, then there exists
a run 7, ,, for which (7, ,,) < o(¥rs.). Then, we can construct a run 4 from p to
q on w such that 7" uses the run v, .., to get from p to 7 on uy, the run 7, , to get

from r to s on v and the run 7,44, to get from s to ¢ on uy. Then

() = () +0(15) + 0 (Veqg) < 0(Wpir) +0(rs) +0(Ysg) = (7)

which is a contradiction with v being a minimal run on w from p to q. O]
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2.2.6 Representative Words

Below defined representative words try to act as the “hardest possible word”, which can
be read in a given state. They are used mainly in proving the main theorem about the

universality problem and some constructions (e.g., Lemma 2.3.4).

Definition 2.2.17. Let S be a semiring, ¥ an alphabet and A = (n,0,¢,7) a ho-
mogeneous branchless automaton over S and X. For every state i € [2,n] with
loops(i) = {c1,...,¢;} where j € N and letters cy,...,¢; are listed in according to
some fixed ordering on Y, the representative word of the state i, denoted as w;, is de-
fined by w; = acy...c¢j. For the state 1, if (1,a,1) is not a transition then w; = ¢,
otherwise wy = ac;y...c; with loops(1) = {c1,...,¢;} where j € N and letters ¢4, ..., ¢;
are listed in according to mentioned ordering. The language wjwsj ...w; is called the

representative language of the automaton A denoted by 4.

Definition 2.2.18. Let S be a semiring, ¥ an alphabet, A = (n, o, ¢, 7) a homogeneous
branchless automaton over S and ¥, v a run of A and 7, ¢ € [1,n]. We say that a word
w; is read in the state ¢ in a run ~ if after reading the first letter of w; (which is a),

gets to the state q.

Example 2.2.19. We consider the automaton D from Figure 2.5 and we sort alphabet
standardly. Then

wp = acd, wy=abc, ws=ab, ws=ab, ws=a, wg=ab, w;=abd, wg=ab.

Proposition 2.2.20. Let S be a semiring, ¥ an alphabet, A = (n,0,,7) a homoge-
neous branchless automaton over S and ¥. If p % p (or p—1 2% p) for some p,i € [1,7]
(p € [2,n], i € [1,n]) then loops(p) 2 loops(7).

Proof. Since alph(w;) = loops(i) U {a} and a is the first letter of the word w;, the state
p has to have loops upon all letters from alph(w;) — {a}, meaning that loops(p) 2
alph(w;) — {a} = loops(i). O

2.3 The Upper Boundedness Problem

In this section, we prove multiple lemmas that finally lead us to prove that the problem
of deciding upper boundedness of series realised by homogeneous branchless automata

over N,,;, belongs to P.

Lemma 2.3.1. Let S be a tropical semiring N,,;, or Z,,;,, > be an alphabet and

A = (n,0,t,7) a branchless automaton over S and X. If there exists i € [1,n] and
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¢ € ¥ such that (7, ¢, ) is a transition with a positive weight and there does not exist a
state j € [1,n] — {¢} such that (i,c, j) or (j,¢, i) is a transition, then the series realised

by the automaton A is not upper bounded.

Proof. Let c¢q,...,c,_1 be the labels of the sequel transitions of the automaton A. If
1 < i < nthen ¢;_1 # ¢,c # ¢, as otherwise (i — 1,¢,i) or (i,¢,i + 1) would be a
transition, contradicting the assumptions. Similarly, if ¢ = 1 then ¢; # ¢ and if ¢ = n,
then ¢,_1 # c.

For any T' € N, we take a word

w=~¢C... ci_lcTci ...Cp—1
and we show that (||A||,w) > T, which proves the lemma. For now, we assume

1< <n.

Let  be a successful run on w. For a contradiction, assume that dest, (¢ ...¢—1) < .
Then, by Proposition 2.2.13, the rest of the word w (i.e., ¢''c;...c, 1) must contain
Cio1...Cno1 as a scattered subword. But #.,  (cTei...cn1) < e, ,(ciiiCi...Cpn1)

since ¢ # ¢;—1 and therefore dest,(cy...¢;1) > .

. T
By Proposition 2.2.13, we also have that if 1 R q for ¢ > i, thenc; ...c;_1c’ must
contain ¢; ... c, 1 as a scattered subword. But #,,(c; ...ci_1¢") < #.,(c1...c 1) since

g > 1 and ¢; # c. Therefore dest,(c;...c;—1) < 1.

We showed that for every successful run v on w, dest, (c; ... ¢;_;) =i = dest, (¢ ... c;_1ch).
Since o (i, ¢,i) > 0, the weight of the word ¢” in 7 is greater than T" which proves that
(I Al[,w) > T

For i = 1 ori = n, we only need to prove that dest,(c; ...c¢;—1) < iordest,(ci...ci—1)

>
1 respectively, which is done in the same way as above. O]

Corollary 2.3.2. Let S be a tropical semiring N,,;, or Z,,;,, > an alphabet and
A = (n,0,t,7) a homogeneous branchless automaton over S and Y. If there exists
p € [1,n] and ¢ € ¥ — {a} such that (p,c,p) is a transition with positive weight, then

the series realised by the automaton A is not upper bounded.

Figure 2.6: Branchless automaton A over N,,,;,, and alphabet {a, b, ¢, d}.
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Example 2.3.3. Let A be the automaton from Figure 2.6. We see that state 4 has a
positive loop on the letter d and both transitions from or to state 4 do not have label
d. Therefore we can construct a set of coefficients (||.A||, aaad*a) which is not upper
bounded and thus prove the unboundedness of the series realised by A. Notice that
although state 1 does not satisfy the conditions of Lemma 2.3.1, we can still construct a
set of coefficients (||.A||, ¢*caaa) which is not upper bounded. This observation hints to
us that deciding upper boundedness consists of something more complex, which takes

into account other states.

Lemma 2.3.4. Let S be a tropical semiring N,,;, or Z,,;,, % an alphabet, A =
(n,o,t,7) a homogeneous branchless automaton over S and X, i € [2,n] a state and
v arun of A on wy...w; such that dest,(ws...w;) = j < i. Let k € [1,7 — 1] be the
smallest state such that dest,(ws...wi41) < k + 1. Then, state k£ has an a-loop and
loops(k) D loops(l) holds for every [ € [k, ].

Proof. Let us assume that k£ > 1. Since k is the smallest state with the mentioned
property, we have dest,(w; ...wy) > k. Then, using Proposition 2.2.12 with the word

wi+1 and states dest,(ws . ..wy) and dest,(ws . ..wg41), we have
dest, (ws ... wy) = k = dest, (ws ... wgt1)- (2.1)
By (2.1) and by #,(wks+1) = 1, we see that the state k has an a-loop. In the case of

k =1, we have dest,(wy) = 1 which is sufficient to see that state 1 has an a-loop.

For every | € [k + 1,i], ift m € [1,n] is a state such that m = dest,(ws...w;), then
loops(m) 2 loops(l) by Proposition 2.2.20. Also by (2.1) and by Proposition 2.2.12

with word wyo .. .w; and states dest,(ws . ..wg11) and dest,(ws ... w;), we have that

E<m<k+#(Wpyo...wy) =1—1

E<m <.

Therefore, for every state [ € [k + 1,i] we can find a sequence of states mq, ..., m; €
[k, 1] for some t € N* such that

k=mog<mi<...<my=1

loops(k) = loops(myg) 2 loops(my) O ... D loops(m;) = loops(()

which proves the second part of our lemma (when [ = k, loops(k) 2 loops(l) holds
trivially). O

Example 2.3.5. Let us consider the automaton B from Figure 2.7. We see that every

run of B on the word wowsw, from state 1 must end in state 4 because there does not
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Figure 2.7: Branchless automaton B over N,,;, and {a, b, ¢, d}.

exist a state p € {1,2,3} such that loops(p) 2 loops(q) for every ¢ € [p,4]. On the
other hand, we may construct a run on the word wywsw,ws from state 1 to state 4 such

that the word ws is read in state 4. We clearly see that loops(4) D loops(5).

The following lemma is a “reversed version” of Lemma 2.3.4. The only main difference

is that the last inclusion does not hold for | = 1.

Lemma 2.3.6. Let S be a tropical semiring N,,;, or Z,,;,, ¥ an alphabet, A =
(n,o0,t,7) a homogeneous branchless automaton over S and ¥, i € [1,n — 1] a state
and v a run of A on w41 ...w, from some state j € [[i + 1,n] to n. Let k € [7,n] be
the biggest state such that dest,(w;t1...wk—1) > k — 1. Then, state k has an a-loop
and loops(k) 2 loops({) holds for every [ € [i + 1, k].

Proof. Analogously as in Lemma 2.3.4, we can prove that
destv(wg e wk_l) =k= destv(wg e wk).

and that state k£ has an a-loop.

For every [ € [i + 1,k — 1], if m € [1,n] is a state such that m = dest, (w11 ...w;),
then loops(m) 2 loops(l) by Proposition 2.2.20. Also by Proposition 2.2.12 with word

Wit1 - .- wy—1 and states dest,(ws ... w;) and dest, (ws . ..wy_1), we have that

m<k<m-+# (w1 wp1)=m+k—1-1

0<m-1[0-1
l<m<k.
Therefore, for every state | € [i+1, k—1] we can find a sequence of states my,...,m; €

[1, k] for some ¢ € N* such that

l=mog<mi <...<my =k

loops(l) = loops(mg) C loops(m;) C... C loops(m;) = loops(k)

which proves the second part of our lemma (when [ = k, loops(k) 2 loops(l) holds
trivially). O
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Example 2.3.7. Let us consider the automaton B from Figure 2.7. We see that there
exists a run of B on the word wewswsws from state 4 to 5 which reads the word wawswy

in state 4 and that loops(4) D loops(p) for every p € {2,3,4}.

Lemma 2.3.8. Let 3 be an alphabet and A = (n,0,t,7) a homogeneous branchless
automaton over N,,,;, and X. If there exists a state p € [1,n] with an a-loop and there
does not exist a state ¢ € [1,n] with an a-loop and ¢ =° p, then we can find a state
r € [1,n] such that (i) r has a positive a-loop, (ii) there is no state s € [1,n] with an
a-loop such that s =% r and (iii) for every state s € [1,n] with an a-loop, if s =T r,
then loops(r) = loops(t) = loops(s) and o(t,a,t) # 0 holds for every state ¢ between r

and s.

Proof. Let M C [1,n] be a set of states such that ¢ € M iff ¢ has a positive a-loop and
there does not exist a state s € [1,n] such that s =° ¢q. Let r € [1,n] be the smallest
state from M such that r is maximal in M in according to the inclusion of the values

of the mapping loops. Now, we prove that r satisfies all conditions of Lemma.

(i) and (ii) are trivial, since r € M.

(iii) Assume we have a state s € [1,n] with an a-loop such that s =% r and loops(s) 2
loops(r). If s € M, then r is not maximal according to the inclusion of mapping
loops which is a contradiction. Therefore s ¢ M. Since s has a positive a-loop
by s =% r, then the only possibility of s € M is that there exists a state ¢ with
an a-loop such that t =% s. But then, by transitivity of =, we would get t =° r

which is a contradiction with r € M.

Therefore if s = r, then loops(s) = loops(r), which together with the properties
of s =T r implies that loops(r) = loops(t) = loops(s) for every state t between s
and r. Then also o(t,a,t) # 0, because otherwise, we would have ¢ =° r which

would be a contradiction. OJ

a:2 a
b:0 ab b:

Figure 2.8: Branchless automaton C over N,,,;,, and {a, b, ¢, d}.

Example 2.3.9. For the automaton C of Figure 2.8, if we define M as in the proof of
Lemma 2.3.8, then M = {1,4,6}. We can clearly see that states 4 and 6 are maximal
according to the inclusion of the values of mapping loops and both states satisfy all

three conditions of Lemma 2.3.8.
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Lemma 2.3.10. Let X be an alphabet and A = (n,0,¢,7) a homogeneous branchless
automaton over N,,;, and X. If there exists a state ¢ € [[1,n] with a positive a-loop
and there does not exist a state j € [1,n] with an a-loop such that j =° i, then the

series realised by the automaton A is not upper bounded.

Proof. Let p € [1,n] be the state whose existence is implied by Lemma 2.3.8.

For every T' € N, let us take w = xyz, where

_ _ ,T+n _
T=Wr.. Wy, Y=W, T, Z=Wpil- .. W

We show that (||A||,w) > T, which proves the unboundedness. For every successful
run y on w, we have dest,(z) < p and dest.(zy) > p by Proposition 2.2.12. Let  be a
successful run on w and ¢, € [1,n] states such that dest,(z) = ¢ and dest, (zy) = r.
If ¢ = p = r then o(y) > T + n, because y is read on state p which has a positive
a-loop.

Let us assume ¢ < p. Let s € [1,q] be the state whose existence is implied by
Lemma 2.3.4. By Lemma 2.3.4 and by (i) of Lemma 2.3.8, we know that s and p
have an a-loop. Now, we want to show that s > p. By Lemma 2.3.4, we know that

loops(s) 2 loops(7) holds for every j € [s, p]. For every j € [q,p]

loops(j) 2 loops(p) (2.2)

holds since the word w, is read on every state j € [q¢,p] and by Proposition 2.2.20.
Similarly as in Lemma 2.3.4, we can prove that for every m € [s+1,¢], if [ € [1,n] is
the smallest state such that m = dest,(ws ...w;), then loops(m) O loops(/) and
m <l <p.
The second inequality follows from dest,(ws...w,) = ¢ which implies that for every
i € [2,q], there exists some j € [2,p] such that dest,(ws...w;) = 1.
Thus, for every state m € [s+ 1, ¢], we can find a sequence of states ly, ..., l; € [m,p]
for some k € NT such that
m=ly<lh<...<l;>q

loops(m) = loops(ly) D loops(l1) 2 ... D loops(l;).
By (2.2), we know that loops(l;) D loops(p). Thus we showed that loops(m) 2 loops(p)
for every state m € [s, ¢], which altogether implies that s > p.

By Lemma 2.3.8, we have that s =" p, and loops(s) = loops(j) = loops(p) and
o(j,a,7) > 0 holds for every state j € [s, p].
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Analogously, using Lemma 2.3.6, we can prove that if r > p, then there exists a state
t > r, such that loops(p) = loops(j) = loops(t) and o(j,a,j) > 0 holds for every state
j € [p,t].¢ The established property is illustrated in Figure 2.9.

loops(s -+ = loops(gq -+ = loops(p -+ = loops(r = loops(t)

@@@@@

Figure 2.9: States of the automaton A from the proof of Lemma 2.3.10 with their loops

values. The arrows denote that in the run v, reading the word z ends in ¢, the word y

is read from ¢ to r, and reading the word z starts in r.

But then, the only possible way to read y between s and ¢ is by using at least T
positive a-loops, because the letter @ may be read no more than n times using a sequel
transition. Hence we have (|| Al|,w) > T. O

Figure 2.10: Branchless automaton D over N,,;, and alphabet {a,b, ¢, d}, where state

2 is not superseded by any other state.

Example 2.3.11. In automaton D from Figure 2.10, state 2 has a positive a-loop and
it is not superseded by any other state. Therefore, for any k € N we can construct words
T =wy = ab, y = Wi = (ab)**®, 2 = wywyws = abcabedad for which (|| A||, zyz) > k
holds.

Lemma 2.3.12. Let ¥ be an alphabet, A = (n,0,t,7) a homogeneous branchless
automaton over N,,;, and 3, which has positive loops only on the letter a, i € [1,n] a
state with a positive a-loop, j € [1,n] a state such that j =% ¢, w € ¥* a word, and ~y
a successful run of A on w. If num,(i,a) > n then there exists a successful run v on

w of A such that () < a(v).

Proof. We may assume ¢ < j. The proof is analogous when ¢ > j.

SLemma 2.3.6 does not imply loops(t) D loops(p) which is the only “nonreversible” difference
between Lemma 2.3.4 and Lemma 2.3.6. However, it is trivial to prove it in our case, since the
word wy, is read in state r, which using Proposition 2.2.12 implies loops(r) 2 loops(p) and then using
loops(t) D loops(r) by Lemma 2.3.6 we have loops(t) 2 loops(p).
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Let w = vivouzvg with vy, ..., vy € X*, where vy is the shortest prefix of the word w
such that dest,(v;) = ¢, v1v2 is the shortest prefix of w such that #,(v2) = j — 4, and
v1v2v3 is the longest prefix of w such that dest,(vivav3) = j. As num,(i,a) > n, we
have dest, (v1v9) = 4, which implies that i =3 4. Let Yy, Yoy, Yoss Yo D€ the subruns of

on words v, vy, U3, Uy, respectively, which together form the run ~.

We construct a run +,, on the word v, from the state i to j which uses a sequel
transition whenever possible. Since #,(v2) = j — 7, the run ought to end in j. For
every state k € [, j], we have loops(k) D loops(i) by j = i. Moreover, since i — i, we
have vy € (loops(i) U {a})*, which means that a run +, exists since it is possible to
read any letter of vy in any state between ¢ and j (except the letters a read by ~,, on
sequel transitions). Since 7, does not use any a-loop transitions, all sequel transitions
have a weight of zero (by the normal form), and all loops on a letter different than a

have zero weight, we have o(v,,) = 0.

From existence of run 7,,, we have i % j and therefore vs € ({a} Uloops(i) U loops(i +
(1) N
1)U...Uloops(j))* C (loops(j) U{a})*. Here, (1) holds since j = i. Therefore, j = j
and we can construct a run -, from j to j on vz. By j =% i and other assumptions,
we have that o(j, ¢, j) is not positive for any c¢ € X, which implies o(,,) = 0.
i i1 i+2 .. j—1

v = P G G S DG G
w=...a I'" a T al..T*a T al*...T"al™...T*al™...T"al™...T"al™...T"al*...T"a...
’ ~ T T T .

[3 7 J— J

Figure 2.11: By i,i+1,..., 7 we denote the states in which the runs v or ~ are located
after reading a particular part of w. We put I' = ¥ — {a}.

Now, we construct a run 4" by joining the run +,, from 1 to 7 on vy, the run =, from 4
to j on vy, the run +,, from j to j on v3, and the run ,, from j to n. The relationship

between v and ~/ is illustrated in Figure 2.11. Then,

o(7) = o() +0(7,) + () + 0 (70,)

(

=

)
o 7v1) + U(7v4)

(
(

ANE
Q

Yor) + (Vo) + 0 (Yog) + 0 (V0y)
(7).

Here, (1) holds because o(v,,) = 0(v,,) = 0 as we proved above and (2) holds because

Il
Q

num,(i,a) > n and o(i,a,i) > 0. O

Corollary 2.3.13. Let ¥ be an alphabet, A = (n,0,t,7) a homogeneous branchless
automaton over N,,;,, and ¥ which has positive loops only on the letter a and for every

state p € [1,n] with a positive a-loop, there exists a state ¢ € [1,n] with an a-loop
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such that ¢ =% p. Then, for every word w € ¥* and every minimal run v on w of A,

o(y) < n*D

where D is the maximum of all loop transition weights.

Proof. By contradiction. Let w be a word and v a minimal run such that o(y) > n?D.
Since A is in a normal form as was assumed earlier (Remark 2.1.5) and A has a positive
weight only on the letter a, we may conclude that there exists a state p whose a-loop
was used more than n times in the run v. By Lemma 2.3.12, we can construct a run
7" on w such that o(v’) < o(v), which is a contradiction with the assumption that

is minimal. L]

Figure 2.12: Branchless automaton A over N,,;, and {a,b, c,d}, where state 2 is su-

perseded by state 4.

Example 2.3.14. In automaton A from Figure 2.12, the only state with a positive a-
loop is state 2. But state 2 is superseded by state 4 which means that o(vy) < n?D = 53
for every minimal successful run v of A by Corollary 2.3.13. We demonstrate the

100

construction shown in Lemma 2.3.12 on the word w = a(ab)'”abdaabdaa and a run

v =(1,a,2,(ab)',2,a,3,bd,3,a,4,abda,4,a,5)
on w.” We see that o(v) = 500. Now, we construct a run

v =(1,a,2,a,3,b,3,a,4,b(ab)®abdaabda, 4, a, 5)
on w for which o(y") = 0.

Theorem 2.3.15. Deciding the upper boundedness problem for homogeneous branch-

less automata over N,,;, belongs to P.

Proof. Let A= (Q,0,t,7) be a homogeneous branchless automaton in the normal form
over N,,,;, and a given alphabet ¥. First, we check whether there is a positive loop on
some letter other than a. If so, then the series realised by the automaton A is not upper

bounded by Corollary 2.3.2. Otherwise, we continue and check for every state p with a

“"We use shorter notation of runs in which we group multiple letters read in the same state.
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positive a-loop, whether there exists a state ¢ with an a-loop such that ¢ =° p. This can
be done in polynomial time. If there exists a state with a positive a-loop which is not
superseded with a zero loop by any other state, the series realised by the automaton
is not upper bounded by Lemma 2.3.10. Otherwise, ||.A|| is bounded by n*D + (1),
where D is the maximum of all loop transition weights because for every word w € ¥*

and a minimal run v on w, o(y) < n?D, as was shown in the Corollary 2.3.13. O

Theorem 2.3.16. Deciding the absolute boundedness problem for homogeneous branch-

less automata over N,,;, and Z,,;, belongs to P.

Proof. Deciding absolute boundedness over N,,;,, is equivalent to deciding upper bound-
edness over N,,;,, since a series realised by an automaton is bounded from below by

Zero.

Deciding absolute boundedness over Z,,;, is reducible to deciding upper boundedness
over N,,;,. If the automaton has a negative loop, the series realised by it is not bounded
from below. Otherwise, the series is bounded from below by the sum of the sequel
transitions weights, the initial weight and the terminal weight. Then, to decide absolute
boundedness, it is sufficient to decide whether the given automaton is upper bounded.
Negative sequel transitions or negative initial or terminal weights do not affect the

upper boundedness of the automaton. O

2.4 The Universality Problem

In this section, we show that deciding a slightly modified version of the universality

problem for homogeneous branchless automata over N,,,;,, belongs to co-NP.

Remark 2.4.1. The universality problem is normally defined as the problem of de-
ciding whether weights of all words over a given alphabet have a weight less than a
given threshold. Such a variant of the universality problem can be solved trivially for
branchless automata over N,,;,. It is sufficient to check whether a given automaton
has more than one state, in which case, we can easily construct a word, which does not
belong to the support of the series realised by a given automaton. If the automaton
has only one state, an instance of the universality problem is affirmative iff the state
has loops over all letters with a weight of zero. Therefore, in all following theorems,
we consider the universality problem only over the support of a series realised by an

automaton.

Remark 2.4.2. For general weighted automata, and even for acyclic automata with

loops defined in the next chapter, the modified version of the universality problem
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is reducible to the standard universality problem and vice-versa. Below, we give an

outline of the reductions between the problems.
Let A be a given weighted automaton over N,,,;,, and a given alphabet X.

Tge instance of the modified universality problem with a threshold T € N and the
automaton A can be reduced to the instance of the standard universality problem with
the threshold T" and an automaton B, which we construct as follows. The automaton B
is constructed as a disjoint union of the automaton A and an automaton which realises

the complement of A with all weights set to zero.

The instance of the standard universality problem with a threshold T" € N and the
automaton A can be reduced to the instance of the modified universality problem with
the threshold T" and the automaton A, to which we add a state with the initial weight
of T, the terminal weight of zero, and loop transitions over all letters from ¥ with the

weight of zero.

Now, we prove multiple lemmas that enable us to restrict the language of words we

need to consider when deciding the universality problem.

Lemma 2.4.3. Let ¥ be an alphabet and A = (n,0,¢,7) a homogeneous branchless
automaton over N,,;, and ¥ which has positive loops only on the letter a. Let T' € N.
Then, there exists a word w € X* such that (||A||,w) = T iff there exists a word
v € Qy such that (||A][,v) =T.

Proof. Proving <« is trivial since {24 C ¥* and so we need to prove only =-. For every
T € N, let w € ¥* be a word such that (||.A||,w) = T and let v, be any of the minimal
runs of A on the word w. We construct a word v € 24 and a successful run v, on v

such that o(v,) = o(7,) and we prove that -, is minimal on v.

Construction of v and v,. We decompose the word w as follows:
W= Wyw11W1,2 -+ - Wim W21 ... Wamg ---Wn1...Wypm,,

where m; = num,,(1,a), m; = num, (i,a) + 1 for all i € [2,n], wy € (£ — {a})* and
w;; € a(X — {a})* for all i € [1,n], and every j € [1,m,].

In other words, w; 1w; ... w;m, is exactly the word read in state i in 7, (except first
letter of w;; which is read on a transition between state i« — 1 and ¢ and with an
exception for the state 1 which reads the word wowy ... ws m, ), where each part w; ;
contains exactly one letter a which is at the beginning of the word. The decomposition

of w is unambiguous.

The word v is constructed such that

v — w?umyw(l,a)w;um’yw (2,a)+1 ' num%,(n,a)—i-l'

Cowy
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The relationship between w and v is shown in Figure 2.13.

wop Wi,1 W1,2 Wi,my wW2,1 W2,mg W31 Wn,, 1 .. Wn,my,

w= I'" al'* al'"" a*...T" o' al* al*...T* aI'* o' ...T* al'" al'*...T" al*

Figure 2.13: The relationship between w and v where I' = ¥ — {a}.

We construct a successful run 7, on v such that num., (i,a) = num, (i,a) for every
i € [1,n]. The run exists, since (i — 1) 2% i holds for every i € [2,n] and i <% 4 holds
for every i € [1,n] such that num,, (i,a) > 1. By the Corollary 2.2.6 we have

o (yw) = (). (2.3)

The proof that v, is minimal on v. Now, we prove the minimality of v by showing
that for every successful run v, on v, we can construct a successful run ~/, on w such
that o(v/,) = o(7,). Then, if 7, is not a minimal run on v, 7, is also not a minimal

run on w by (2.3) which contradicts the assumption that ~,, is a minimal run on w.

For every i € [1,n] and every j € [1,m;], alph(w; ;) C loops(i) U {a}, because other-
wise, it would not be possible to read w; ; in the state ¢ in the run +,,. Also, alph(w;) =
loops(7) U {a} which means that for every state p € [1,n], loops(p) D alph(w; ;) when-
ever loops(p) 2 alph(w;). Thus, we have that for every p,i € [1,n]

if p 2% p then p = p for every j € [1,m,],

" y (2.4)
if p<% p+1then p =¥ p+ 1 for every j € [1,my]

(the second implication holds only for p € [1,n — 1]).

Let v, be a successful run on v. We want to prove that there exists a run +,, on w such
that

num,, (i,a) = num., (i,a) for every i € [1,n] (2.5)
Firstly, 1 28 1 follows obviously from the existence of the run ~,,.

For every i € [1,n], let p,q € [1,n] be states such that 4/ reads the subword

A Gt of v from p to ¢.® (In the case of i = 1, we use the subword w?“mww(l’a)).
Then in order for (2.5) to hold, v, needs to read w;; ...w;,, from p to ¢ and use the
sequel and loop transitions in the same way as 7/ does. For every state r € [p, q], if

~! reads r % r + 1, then by (2.4) we have r —% r + 1 for every j € [1,m,]. Similarly

1
8Here, the subword w:um”‘”(l Al

nums,, (1,a) nums,, (i—1,a)+1
w, CeewW .

is not arbitrary, but the one, which follows after the word
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if 4/ reads r =% r, then r Y 1 holds for every j € [1,m;]. Therefore it is possible to
read w; ;... W;m, from p to ¢ while using the sequel and loop transitions in the same
way as 7, does, which concludes that the run ~/, exists. By Corollary 2.2.6 we have

o(v)) = o(v,,) and hence our proof is complete. O

Figure 2.14: Branchless automaton A over N,,;, and {a,b, c,d}, where state 2 is su-

perseded by state 4.

Example 2.4.4. Let A be the automaton of Figure 2.14, w = abbaadbadda a word
and
Yo = (1,a,2,bb,2,a,3,a,4,dbadd, 4, a,5)

a minimal run on w. Based on Lemma 2.4.3 we decompose w as follows:

my =num,, (1,a) =0, mg=num, (2,a)+1=1 m3=num, (3,a)+1=1,
my =num,, (4,a) +1=2, ms=num,, (5,a)+1=1,
Wy = €,Wa,1 = abb, w3 = a, w1 = adb, ws» = add, ws; = a.

We construct a word v = wlwiwiwiwl = ab abd abd abd a.

We might easily see that for every run 7, on v we can construct a run v/, on w such
that num., (i,a) = num,, (i,a) for every i € [1,5], and therefore o(v;,) = o(v,). For
example, if the word wy = ab is read in state 4 by ~,, then also ws; = abb may be
read in state 2 by 7,,. If wy = abd is read in state 3 by ~,, then also w,; = adb and
w2 = add may be read in state 3 by ~,,.

The minimal run v, on v is constructed using a minimal run =, on w such that

num,, (i, a) = num,, (i,a) for every i € [1, 5]:

Y = (1,a,2,b,2,a,3,bd,3,a,4,bdabd, 4, a, ).

Now we are about to prove a lemma which tells us that every minimal run on a word
u(aw)* from some state p to some state g, with a ¢ alph(w), uses only a-loops with a

minimum weight of all a-loop weights between p and q.

Lemma 2.4.5. Let ¥ be an alphabet and A = (n,0,¢,7) a homogeneous branchless

automaton over N,,;, and > which has positive loops only on the letter a. Let also
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u,w € (X —{a})*, k € N be such that ¥ > n and v be a minimal run on u(aw)* from
some state p € [1,n] to some state g € [p,n]. Let C' € N be the smallest number such
that there exists a state r € [p, ¢] for which o(r,a,r) = C. Then o(v) = (k — ¢+ p)C,
loops(p) 2 alph(u) and for every state r € [p + 1, ¢], loops(r) 2 alph(w) holds.

Proof. Since p u(g)k q, the word w must be read on every state r between p and ¢
(possibly except the state p where u is read) and thus we can prove, similarly as in
Proposition 2.2.20, that loops(r) 2 alph(w) for every r € [p + 1,¢] and loops(p) 2
alph(u).

Since u(aw)*

contains #,(u(aw)*) = k times the letter a and the run ~ uses ¢ — p
sequel transitions, therefore v uses k — ¢ + p times some a-loop. Since & > n and
g — p < n, we have that k — ¢+ p > 0, which proves the existence of a state r € [p, ¢]
such that o(q,a,q) = C. Also, since the automaton is in the normal form and every
loop on a letter different from a has zero weight, the weight of the run v is a sum of

a-loop weights similarly as in Corollary 2.2.6. Therefore
o(y) 2 (k=q+p)C (2.6)
hold for every run 4 on u(aw)” from p to ¢, Let r be some state with o(r,a,r) = C.

Then we can construct a run 4" from p to ¢ on u(aw)* first reading u(aw)"~P to reach

the state r, then reading (aw)*~9*? on r and finally reading (aw)?™" to reach the state
q.

By (2.6) we see that 4" is a minimal run on u(aw)* from p to ¢ of A and therefore

o(v)=0(y")=(k-q+p)C. O
a:l a:10 a:l a:3
b:0 b:0 b:0 b:0 b:0
c:0 c:0 c:0 c:0 c:0

Figure 2.15: Branchless automaton B over N,,;,, and {a, b, c}.

Example 2.4.6. Let B be the automaton from Figure 2.15, u = bc, w = cbc and we
want to find out, what is the weight of a minimal run from state 1 to state 5 on u(aw)".
We easily see that ¢' = 1 is the minimum of a-loop weights between states 1 and 5.
Then, the minimal run v on u(aw)” from 1 to 5 must use exactly 3 times some a-loop

with a weight of 1. Therefore the only possible minimal runs are
v = (1, bcacbcacbeache, 1, a, 2, cbe, 2, a, 3, cbe, 3, a, 4, cbe, 4, a, 5, cbe, 5),
v2 = (1, beacbeache, 1, a, 2, cbe, 2, a, 3, cbe, 3, a, 4, cbeacbe, 4, a, 5, cbe, 5
v3 = (1, beacbe, 1, a, 2, cbe, 2, a, 3, cbe, 3, a, 4, cbeacbeacbe, 4, a, 5, cbe, 5
(

)

Y

)
)
)
)

v4 = (1,bc,1,a,2,cbe,2,a,3,cbe, 3, a, 4, cbcacbcacbeache, 4, a, 5, cbe, 5),
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and for each one (1) = o(72) = o(y3) = o) = 3.

Lemma 2.4.7. Let X be an alphabet and A = (n,0,t,7) an upper bounded homoge-
neous branchless automaton over N,,;, and Y. For every word w € {4 there exists a
word v = W' .. .wh with Iy,... 1, € [1,n? + n] such that (||A4]||,w) = (||A]],v).

Proof. Let w = wlfl ...wk be a word where ky,...,k, € N. We construct a word v

such that v = W' ... wh where for every i € [1,n],

n®>+mn  otherwise.

Now, we prove (||A]|,w) = (||A||,v) by showing that for every minimal run 7, on w

we can find a run -, on v such that o(v,) = o(7,) and vice-versa.

= Let 7, be a minimal run on w. For every i € [1,n] such that k; > n* + n, let

pi = dest.,, (W' .. wita), ¢ = dest,, (Wi ... w!) and u; € (¥ — {a})* such that

i
w; = au;. In other words, ~,, reads the word u,wf’ from state p; to state g;.

Since 7, is a minimal run, then also a subrun +,,; of run ,, from p; to ¢; on uzwfl
is minimal by Proposition 2.2.16. By Lemma 2.4.5, the weight (7, ;) depends
on the smallest weight of all a-loops between p; and ¢;. Let r; € [p;,¢] be
any of the states with the smallest weight of an a—loop between p; and ¢;. If
o(ri,a,r;) > 0, then for every state t € [p;, ¢;], o(t,a,t) > o(r;,a,r;) > 0 holds
which means that v, ; reads letters a only in sequel transitions or in states with
positive a-loops. But since #,(u;(aw;)*) = k; > n?+n and the number of sequel
transitions is less than n, the minimal run -, ; would have to use a-loops more
than n? times and therefore use some single a-loop more than n times (since the
number of states is n) which is a contradiction with the upper boundedness as

it was shown in Lemma 2.3.12. Therefore o(r;,a,r;) = 0, from which we have
0(Ywi) = 0.

Now, we construct the run v,. For every i € [1,n] if k; < n? +n, then k; = [,
ki

and , reads the word wf in the same way as v, reads w;*. If k; > n*> +n, 7,

. 2
reads w!’ = w™ ™" such that

2
Ty —D; n“+n—(q;—p;) q;—7;
w, w; w;

pi = T — ri > g
Such a run is possible because by Lemma 2.4.5 we have loops(s) 2 alph(w;) —
{a} = loops(7) for every state s € [p; + 1, ¢].

Now, we show that o(7,) = o(7,), which holds because for every i € [1,n], if

k; > n? + n, then the weight of the word wfi in 7, is zero as was proved above
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(we proved that u;(aw;)* has zero weight in 7, and u; does not add to weight
since it does not include the letter a) and the same holds for word w’ on the run
7, because it uses states with zero weight a-loops. If k; < n? + n, the weight
of the word w! for 7, is the same as the word w’ in ~,, because the runs are

identical in these parts.

< From a successful run +,, we construct the run -, as follows. For every i € [1,n],
if k; > n%+n, then there must exist a state ; with the same properties as shown

in the previous part. In the run ~,, the word wfi is read such that

e —ps ki—(aq:—mps .
wh i Py wil (a;—p3) w_qz i

pi — i T — g

If k; < n?+4n, then wf = wf and the runs v, and 7, on these words are identical.

Similarly, to the above, we can prove that o(7,) = (7). O

Theorem 2.4.8. The universality problem® for homogeneous branchless automata

over N,,,;» 1s decidable in co-NP time.

Proof. Let k € N be a threshold of the universality problem. First, we check upper
boundedness which is done in polynomial time as was proved in Theorem 2.3.16. We
know that if there exists a word w € ¥*, such that (||.A||, w) > k, then by Lemma 2.4.3,
there exists a word v € Q4 such that (||A||,v) = (||A||,w) and by Lemma 2.4.7, there
exists a word u = W' ...win with Iy,...,1, < n?+n such that (||A]|,u) = (||A|],v).
Therefore, to decide the complement of universality, it is sufficient to check whether
there exists a word u = Wit ... wh with Iy, ..., 1, < n?+n such that (||A||,u) > k, which
is possible in polynomial time using a nondeterministic Turing machine. Therefore the

problem belongs to co-NP. O]

Theorem 2.4.9. The V-exact problem for homogeneous branchless automata over

N,in and Z,,., 18 decidable in co-NP time.

Proof. Deciding V-exact over N,,;, is reducible to the universality problem (the state-

ment (ii) of Proposition 1.5.1).

For automata over Z,,;,, the answer to the instance of the problem is negative, if a
given automaton has a negative loop. Otherwise, we can obtain a new automaton
with nonnegative weights over N,,;, for which the instance of the V-exact problem is

affirmative iff it is affirmative for the given automaton [2, p. 16]. O

9The modified version over the support of the realised series.
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2.5 The d-exact Problem

The only decision problem considered in [2] which (provided P # NP) does not belong
to P in the deterministic case is the J-exact problem. In [2|, the authors proved the
NP-hardness of this problem using a reduction of the subset-sum problem, known to be
NP-hard [8], to the F-exact problem for an acyclic automaton with loops. Here, we are
about to strengthen the reduction by using an automaton with only one state, which
proves the NP-hardness of the 3-exact problem even for branchless and homogeneous
branchless automata. The reduction is inspired by a reduction of the subset-sum

problem to the unbounded knapsack problem demonstrated by K. A. Hansen [9].

Theorem 2.5.1. The J-exact problem for weighted automata with one state over the

tropical semiring N,,,;,, is NP-hard.

Proof. Our proof uses a reduction from the subset-sum problem, which is known to be
NP-hard [8]. The subset-sum problem asks for a given ay, ..., a,, € N with m € N and
a desired sum A € N, whether there exist z1,...,2,, € {0,1} such that > " z,a; =
A. We put d = 1+ mazx{ay,...,a,}. We may assume A < md, since otherwise,
A >3"" a; which would make the answer to the instance of the subset-sum problem

negative.

We reduce this problem to the J-exact problem for a weighted automaton with one

state A = (1,0,¢,7) over N,,;, and ¥ where

_ o 1 0 1 0 1
Z—{01,01,02,62,,...,6m,0m )

(1) =7(1) =
o(p,c),p) = (2™ +2° )md for every i € [1,m]
a(p,ci,p) = (2™ +2)md + a; for every i € [1,m].

The intuitive meaning of the alphabet ¥ is that letter ¢} represents z; = 1 and letter

0 _
¢; represents z; = 0.

Now, consider an instance of the 3-exact problem, in which we ask whether there exists
a word w € X* such that (||A||,w) = C, where

C=m2"™ +2m ... +2YYmd + A.

First, we want to show that for a word w € ¥*, (|| A]|,w) = C holds iff the following

conditions are met:

(i) w contains exactly one letter from {c?,c}} for each i € [1,m],

(ﬁ) 2111 #cg (w)ai = A.

Z7Z
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= First, we prove that |w| < m. If |w| > m, then (||A]|,w) > (m + 1)(2™ 'md +
2md) = 2" m2d+2"  md+2m2d+2md > 2" m2d+ (2" +. . +2 ) md+2md >
(2™ im 4 2™+ .. +2")ymd + A = C which is a contradiction with (||.A||,w) = C.

Let w = 02110222 . cijj with j € [1,m], ki,...,k; € [1,m] and [4,...,1; € {0,1}.
Then
J J J
(Al w) =Y (@™ + 28)md + Lag,) = Y (2™ +25)md + > Lay, = C.
i=1 i=1 i=1
(2.7)
Here, Zgzl liag, < md since j < m and ay, < d for every i € [1,j]. Also, A < md

by the assumptions. Hence, if we take (2.7) modulo md we get

J
> lhay, = A, (2.8)
=1

which necessarily implies
J
@ 4 28)md = (m2mt 27 4 42 )md
=t } (2.9)
D (@t 42k = (m2mt 4 2m 421,
i=1
By j < m and from the binary representation of (m2™*! + 2™ 4 ... + 2!) we
clearly see, that (2.9) holds iff {ky,...,k;} = {1,...,m} which proves (i). But
then, (2.8) implies (ii).

< Let w = cﬁjlc%...cg with j € [1,n], k1,...,k; € [1,m] and [y,...,l; € {0,1}.

By (i), we have 327 (27 4+ 2¥)md = (m2™*! 4 27 4 ... 4 2')md and by (i)
and (i) we have 37 l;a; = A which together implies (||.A||, w) = C.

We proved that if there exists a word w € X* such that (||.A||,w) = C, then by (i) and
(i), there exists ly,...,l, € {0,1} such that > " l;a; = A which is a solution to the
instance of the subset-sum problem. Also, if there exists 1, ..., ,, € {0, 1} such that
Yo wa; = A, then we can construct a word w = ¢i*...c& for which (i) and (ii) holds,
which implies (||A||,w) = C.

Therefore, we proved that the presented instance of the J-exact problem is affirmative
iff the given instance of the subset-sum problem is affirmative and therefore the 3-
exact problem for the presented one-state weighted automata is NP-hard since the

subset-sum problem is NP-complete. O]

Corollary 2.5.2. The J-exact problem for homogeneous branchless automata and

branchless automata over N,,;,, and Z,,;, is NP-hard.
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Deciding the J-exact problem for deterministic weighted automata belongs to NP [2],

from which we conclude the following Corollary.

Corollary 2.5.3. The J-exact problem for deterministic homogeneous branchless au-
tomata, deterministic branchless automata, and deterministic acyclic automata with

loops over N,,;, and Z,,;, is NP-complete.



Chapter 3
Acyclic Automata with Loops

In the previous chapter, we have seen that some decision problems, e.g., upper bound-
edness or universality, improved their time complexity for a structurally restricted class
of weighted automata — namely branchless automata. Our aim now is to study another

structurally restricted class of automata — acyclic automata with loops.

For this class of automata, we define a normal form called branchless normal form, and
prove that series realised by an acyclic automaton with loops is equal to series realised

by some automaton in the branchless normal form.

We also show that every series realised by an acyclic automaton with loops can be

expressed as a finite sum of series realised by branchless automata.

Finally, we examine the hardness of selected decision problems over tropical semirings
Nnin and Z,,;, for which we prove that none of the problems which is decidable for

general weighted automata becomes easier for acyclic weighted automata with loops.

Acyclic automata with loops can be equivalently described as automata which do not
have cycles longer than one, or likewise, as automata where we never return to some
state once we leave it. Alternative names include partially ordered automata [13],
extensive automata [16], or acyclic automata [11]. In all mentioned cases, they have

been studied in the unweighted context.

Definition 3.0.1. Let S be a semiring and ¥ an alphabet. An acyclic weighted automa-
ton with loops is a weighted automaton A = (Q, o,¢, 7) over S and X where for every run

Y= (q17a1aq27'"7qm—17am—17Qm) of Av where qis---,qm € Q and aly .-, Qpm-1 € Z,

¢ = ... = ¢y Whenever q; = q,,.

43
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c:—1

Figure 3.1: An acyclic automaton with loops A.

3.1 The Branchless Normal Form

This section proves the normal form theorem for acyclic weighted automata with loops.
The normal form “splits” all branches of a given automaton into separate branchless

automata.

Definition 3.1.1. Let S be a semiring, > an alphabet and A = (Q, 0,¢,7) an acyclic
weighted automaton with loops over S and 3. A run vy = (¢1,a1,92 - - -, Gm—1, Gm—1, Gm)
of A withm € NT, ¢1,...,qm € Q and ay,...,a,—1 € X has nonrepeating states if
¢; # ;11 holds for every i € [1,m — 1].

Proposition 3.1.2. Let S be a semiring, ¥ an alphabet and A = (Q, 0, ¢, 7) an acyclic
weighted automaton with loops over S and . There is only a finite number of runs of

A, which have nonrepeating states.

Proof. Let v = (q1,a1,q2, - -+, Gm-1Gm—1,qm) be a run of A with nonrepeating states
where m € N*, ¢1,...,¢n € Q and ay,...,a,—1 € X. By the definition of acyclic
automata with loops, if ¢; = ¢; for some 4, j € [1,m], then ¢; = ... = ¢;, which would
be a contradiction with v having nonrepeating states. Therefore ¢; # ¢, for every
i,j € [1,m] such that i # j, which implies that |y| < |Q].

Hence we proved that |y| < |@Q| for every run v with nonrepeating states and since X

is finite, there is only a finite number of runs with nonrepeating states. O

Definition 3.1.3. Let S be a semiring and ¥ an alphabet. An acyclic weighted
automaton with loops A = (Q,0,t,7) is in branchless normal form if there exists
B € NT and branchless automata A, ..., Ag over S and ¥ such that A = A;+.. .+ Ap.

Theorem 3.1.4. Let S be a semiring and ¥ an alphabet. For every acyclic weighted
automaton with loops A = (n, 0.4, 14, 74) over S and X there exists an acyclic weighted
automaton with loops B = (@, 05, g, 75) over S and ¥ in branchless normal form such

that [|All = [|B]]
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Figure 3.2: Automaton from Figure 3.1 in the branchless normal form.

Proof. First, we construct a set of branchless automata. For every successful run
with nonrepeating states v = (q1,a1,¢2,-- -, ¢n-1,m_1,¢m) of A where m € NT
Qs qm € [1,n], a1,...,am—1 € X, we construct a branchless automaton A, =

(Q~, 04,1y, Ty) over S and ¥ where

Qy = {p%qv e 7p%qm}

0-7<p%qw a’i7p77(h+1> = UA(Q% a;, QHI) for every i € [[L m — 1]]

Oy (Dry.gis € Dyogi) = 0.4(4i, ¢, q;) for every i € [1,m] and every c € ¥
by (Pran) = talq)
T’V(p'WQm) = TA(Qm)

and every other value of o.,¢, and 7, is equal to 0.! The automaton A, is obviously
branchless. Then, we construct an automaton B over S and ¥ in a branchless normal
form as a disjoint union of automata A, over all successful run v with nonrepeating
states. The union is finite since there is only a finite number of successful runs with

nonrepeating states by Proposition 3.1.2.

Now, we are about to prove the Proposition by showing a weight preserving bijection

between successful runs of A and B.

For every successful run
Ya = (q1,a1, 925 - 15 A1, Gm)
of A, where m € N*, q1,...,qm € [1,7], a1,...,a,_1 € 3, we construct a run

Y= (pl; bl7p27 <y Pi-1, bl—lvpl)

of A where I € N*, pq,...,p; is the longest scattered subsequence of ¢, ..., q,, such

that p; # p; for every i,j € [1,1] and b, ...,b_1 € ¥ are letters such that (p;, b;, pis1)

!The number 0 denotes the neutral element of an additive operation.
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is a transition in y4 for every i € [1,{ — 1]. The construction is unambiguous and ~
is a successful run with nonrepeating states. Similarly as above, we can construct a

branchless automaton A, and then construct a run

V8 = (Priars @1, Pygss - -+ s P15 Gm—15 Prygim )

of A, and hence of B.

For a given successful run 758 = (Py.q1, @15 Dyogos - - - s Pragm—1> Gm—1, Py,q ) Of B where m €
N*, v is a run with nonrepeating states, qi,...¢n € [1, 7], Dygrs-- - Pygn € @, and

Ay, ..., Ay € X, we construct a run y4 = (¢1,@1, 42, - - -, Gm—1, Gm—1, Gm) of A.

We see that the construction is a bijection. The equality o4(v4) = og(ys) holds
obviously by how A, is constructed. O

Remark 3.1.5. For deterministic weighted automata, the branchless normal form

would require joining the initial states of all branches.

Remark 3.1.6. The normalisation shown above is not applicable in algorithms which
require polynomial time, as the normalisation may expand the size of an automaton
exponentially. For instance, every automaton in the branchless normal form which
realises the same series as the automaton shown in Figure 3.3 has at least 2" states.
Hence, we can construct a series of such automata for every n € N to see that the space

complexity of normalisation belongs to O(2"), where n is the number of states of an

a:0 a:0 a:0
OO OENS a0
b:0 b:0 b:0

Figure 3.3: An acyclic automaton with loops whose normal form has at least 2" states.

automaton.

3.2 Characterisation of Realised Series

In this section, we characterise rational series realised by acyclic automata with loops.

In the unweighted case, the class of languages realised by acyclic automata with loops
is equivalent to the level 3/2 of the Straubing-Therien hierarchy [3], also known as the
class of alphabetic pattern constraints [4]. The deterministic variant realises the class

of R-trivial languages [5].

Theorem 3.2.1. Let S be a semiring, ¥ an alphabet and r € S{3*)). There exists an
acyclic weighted automaton with loops A = (Q, o,¢,7) over S and ¥ such that || A|| = r
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iff  is a finite sum of the series taking the form voRjvia1 R3vs . . . Upy—1Gpm—1 R}, vy, where
m €N vy,...,0;m € S,a1,...,a4,_1 €Y and Ry,..., R, € S(2).

Proof.

= For a given acyclic weighted automaton A over S and Y, we construct an au-

tomaton A’ over S and ¥ which is in the branchless normal form such that

[|A'l| = ||A]|. Let Al ..., A%z be branchless automata for some B € NT such
that A" = A} + ... + A5. By Theorem 2.1.1 for every i € [1,B] there ex-
ists a series r; = voRvia1 Ryvs . .. Upy_1Gpm_1 RV, where m € Nt vy, .. v, €

S,a1,...,ay,_1 € ¥ and Ry,...,R,, € S(X), such that r; = ||4}||. By Proposi-
tion 1.3.9 we have [|A'|| = S22 |4 = S22, ni.

< Let r = Y_7  ; be a given series where B € N* and for every i € [1, B, let r; =
voR{v1a1 Ryvs . . . V11 R U where m € N1 g, .. vy € Syaq, ..., am-1 €
Yand Ry,..., R, € S(¥). By Theorem 2.1.1, we construct a branchless automa-
ton A; = (Q;, 04,1, 7;) over S and X for every i € [1, B] such that ||A4;|| = r;.
Then, we construct an automaton A = (Q,0,¢,7) over S and ¥ such that A =
Ay + ...+ Ag. By Proposition 1.3.9 we have [|A|| = S22 |4 =2 =7
and since a disjoint union of acyclic automata with loops is an acyclic automaton

with loops, the proof is complete. O

3.3 Hardness Results

The class of acyclic weighted automata with loops is a subclass of general weighted
automata and a superclass of branchless weighted automata. Therefore, in proving re-
sults for acyclic automata with loops, we can use hardness results proved for branchless
automata (the 3-exact problem) and decidability results proved for general weighted
automata over tropical semirings summarised in the Tables 1.1 and 1.2 in the first

chapter.

For the decision problems considered in [2|, we show that if a problem is PSPACE-
complete for general weighted automata, it is PSPACE-complete also for acyclic au-
tomata with loops. We prove it using a similar approach as in |2] showing a reduction
of the PSPACE-complete universality problem for unweighted acyclic automata with

loops [14] to problems of universality, upper boundedness, 3-exact... over N,,;,.

Theorem 3.3.1. The universality problem for acyclic weighted automata with loops
over N,,;, is PSPACE-complete.
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Proof. Deciding the universality problem belongs to PSPACE as was shown in [2].
To prove PSPACE-hardness, we use a reduction of the PSPACE-hard universality
problem for unweighted acyclic automata with loops [14] to the universality problem
for acyclic weighted automata with loops over N,,;,. For a given unweighted acyclic
automaton with loops, we construct an acyclic weighted automaton with loops over
N,,;» which has the same states and transitions. We assign each transition a weight
of zero, each initial state an initial weight of zero and each terminal state a terminal
weight of zero. All other weights are set to oco. It is clear that the given acyclic
automaton accepts ¥* iff all words from »* in the constructed weighted automaton

have a weight smaller than 1. O

S. Almagor, U. Boker, and O. Kupferman proved PSPACE-completeness of the fol-
lowing problems for general weighted automata using a reduction from the PSPACE-
complete universality problem for unweighted automata [2|. Since their reductions do
not use any cycles longer than one and the universality problem for unweighted acyclic
automata with loops is also PSPACE-complete [14], we may prove the following the-

orem using the same reductions.

Theorem 3.3.2. The F-exact problem [2, p. 16|, the V-exact problem |2, p. 16|, the
upper boundedness problem [2, p. 18], the absolute boundedness problem [2, p. 18]
and the equality problem of deterministic and nondeterministic automata |2, p. 17| for

acyclic weighted automata with loops over N,,,;,, are PSPACE-complete.

The F-exact problem for deterministic acyclic weighted automata with loops is NP-

complete, as was proved in Corollary 2.5.3.

3.4 Undecidable Problems

From the previous section, we see that every problem which is decidable for general
automata over tropical semirings belongs to one of the following complexity classes for
acyclic automata with loops: PSPACE-complete, NP-complete or P. Therefore the
only left open problems are those, that are undecidable for general weighted automata,

e.g., the upper boundedness problem over Z,,;, or the universality problem over Z,,;,.

Proving that these problems are undecidable would require a reduction which is, in
some way, stronger than the reductions used for proving the undecidability of the
problems for general weighted automata. The reduction demonstrated by S. Almagor,
U. Boker, and O. Kupferman is not applicable for acyclic automata with loops, since it

uses cycles longer than one [2]. It is unknown, whether we could modify their reduction,
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a:l a:0

Figure 3.4: An acyclic automaton with loops A for which {(||A||, a*ba®), | k € N} is

unbounded.

the Krob’s reduction [12], or the Colcombet’s reduction [7] to prove undecidability of

any problem for acyclic weighted automata with loops.

Despite the unknown result of decidability of these problems, we analysed the upper

boundedness problem and formulated the following conjecture.

Conjecture 3.4.1. Let X be an alphabet. For a given acyclic weighted automaton
with loops A = (Q,0,t,7) over Z,,, and X, the series ||A|| is not upper bounded
iff there exist m € N and a1, p1, ..., Pm, @me1 € X*, for which there does not exist a
boundary B € N such that (||A]|,a1p¥...p~_ja.,) < B for every k € N.

This conjecture is supported by the fact that for all automata previously described
in this thesis which realise series that are not upper bounded, we can find words
ay,p1,as over considered alphabet for which the set of coefficients (||A||, a1piaz) is
not upper bounded. However, we can provide an example of the automaton shown
in Figure 3.4, which realises unbounded rational series and for which there do not
exist words ai,p1,as such that (||A||,a1pjas) is not upper bounded. Still, we can
find words a1 = ¢,p1 = a,as = b,py = a,a3 = ¢ such that the set of coefficients

{(||A]], a1pFasphas) | k € N} is not upper bounded.

If the proposed conjecture is proved true, we could reduce the problem to finding words
a1,D1; - - - s Pm, A for which the set of coefficients {(||A||,a1p%...pE,_am) | k € N} is
not upper bounded. We leave proving or disproving the proposed conjecture for further

research.






Conclusion

In this thesis, we examined the decidability of selected problems for acyclic weighted
automata with loops and for homogeneous branchless weighted automata over tropical
semirings. In the first chapter, we provided the necessary definitions and explained the

fundamental concepts and problems we were about to consider.

The second chapter focused on branchless automata. First, we defined the class of
automata, proved a normal form theorem for this class and characterised the rational

series realised by branchless automata. Then we focused on three decision problems.

For the first problem, upper boundedness, we proved that its deciding belongs to P
for homogeneous branchless automata with loops over the tropical semiring of natural
numbers N,,;,. We first observed that the series realised by an automaton is not
upper bounded if there exists a loop with positive weight on a letter different than the
common label a of all sequel transitions. Then we proved that the upper boundedness
is strongly related to the property of the so-called supersession of its states, i.e., the
series realised by an automaton is upper bounded if and only if all states with a positive
loop on the letter a are superseded by some state with a zero loop on the letter a. This
result implies that the absolute boundedness problem is decidable in polynomial time

for homogeneous branchless automata over N,,,;, and Z,,;,.

The universality problem over the support of the realised series was proved to belong to
co-NP for homogeneous branchless automata over N,,;,, because for upper bounded
homogeneous branchless automata, we only need to consider a finite language of words,
which we can search in co-INP time. The same result was then obtained for the V-exact

problem for homogeneous branchless automata over N,,,;,, and Z,,;, .

The third problem, J-exact, is known to be NP-hard for acyclic weighted automata
with loops [2]. We have presented a reduction which proves NP-hardness for (both

deterministic and nondeterministic) one state weighted automata over N,,;, and Z,,.

In the third chapter, we considered acyclic weighted automata with loops, first defining
the class of automata and characterising the rational series realised by them. We also

presented a normal form of acyclic automata with loops — branchless normal form — in

o1
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which the automaton takes the form of a disjoint union of multiple several branchless

automata.

For the class of nondeterministic acyclic automata with loops over N,,;,, we demon-
strated that most problems remain PSPACE-hard, showing a reduction from a PSPACE-

hard problem for unweighted acyclic automata with loops.

Several problems still remain open, e.g., the decidability status of some decision prob-
lems for nondeterministic acyclic automata with loops over Z,,;,. For the upper bound-
edness problem, we proposed a conjecture which, if proved true, would possibly enable
deciding upper boundedness for acyclic automata with loops over semiring Z,,;,. It
also might be interesting to study the decision problems for branchless automata which

are not homogeneous.
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