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Abstrakt

Selektivne sekvenovanie je velmi uzitocna technolégia, umoznena sekvenatorom Min-
ION. Ten nam dovoluje pocas samotného sekvenovania vybrat DNA molekuly, ktoré
chceme sekvenovat. V niektorych scenéroch toto velmi zefektivni proces sekvenova-
nia. AvsSak, v sucasnosti neexistuje rieSenie, ktoré by umoznovalo plne vyuzit potenciél
tejto technologie. Proces prekladania béz nie je stale dostatoc¢ne rychly aby splnil pozi-
adavky tejto metody. V tejto praci sa pokisime vybudovat algoritmus diskretizovania
signalu aby sme umoznili jednoduchsiu pracu so surovym signalom. Potom sa pozrieme
na vlastnosti tejto reprezentécie a blizsie sa pozrieme na vhodnost tejto reprezentacie

pre ucely selektivneho sekvenovania.

KTacové slova: selektivne sekvenovanie, MinION



Abstract

Selective sequencing is very useful technology enabled by the MinION sequencer that
allows us to choose DNA molecules that we want to sequence on-the-fly. In some
scenarios, this can make the whole process of the DNA sequencing much more effective.
However, currently there is no solution that would be able to use the full potential of
this technology for the big reference sequences. The base-calling process is still not fast
enough to satisfy the needs of this method. In this work, we try to build a discretization
algorithm to allow easier work with the raw squiggles. Then we look at the properties
of this representation and discuss its suitability to help achieve the goal of the selective

sequencing.

Keywords: selective sequencing, MinION
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Introduction

The sequence of DNA is one of the most important molecules in the living organisms.
It consists of the nucleotides adenine (A), cytosine (C), guanine (G), and thymine
(T). The MinION sequencer enables us to read this DNA so we can study numerous
secrets of the DNA molecule and its implications in our lives. The MinION sequencer,
however, does not produce the DNA sequence directly. Instead, it produces a noisy
signal created as the DNA passes through one of the MinIONs nanopores. Due to the
nature of the nanopores, we are able to reconstruct the DNA sequence from this noisy
signal using the process called base-calling.

Another advantage of the MinION sequencer is that it is able to release the DNA
fragment that is currently passing through one of his nanopores without further se-
quencing. Selective sequencing is an idea that based on the signal currently produced
by the MinION, we can decide if we continue the sequencing or release the DNA frag-
ment. Selective sequencing enables us to enrich sequencing for the fragments, we are
interested in.

To this day, base-calling algorithms are too slow to apply this idea in practice.
During the time, we are base-calling the signal obtained from the beginning of the
DNA fragment, the fragment could have already passed through the pore and could
been already sequenced in its entirity.

This is why, we have to work with the raw signal. This is quite hard as the signal
is very noisy. We propose a method to discretize the raw signal and then subsequently
attempt to find it in a longer reference discretized signal. The problem of this method
is that most of the time we are only given the reference in the form of the DNA so we
need to create a simulated signal.

In the first chapter, we present the necessary background needed to understand the
main challenges in this area and existing solutions.

In the second chapter, we propose a discretization method and a method for sim-
ulating the signal from the reference sequence. We look at different properties of the
real and simulated signal and we test several methods to make them to have similar
properties. At the end of the second chapter, we summarize experimental results of
our efforts in this area.

In the third chapter, we use the methods developed and tested for signal discretiza-



2 Introduction

tion to build the index data structure that is able to respond fast to requests whether

the query signal is present in the index.



Chapter 1
Selective DNA sequencing

In this chapter, we explain the term selective sequencing. We highlight the advantages

of this method and look at the current state of research in this area.

1.1 DNA

Genetics is a branch of biology that studies genes, genetic variation, and heredity [1].
It tries to explain the variability between animals, the source of hereditary diseases,
and other important things that influence our lives. The DNA is the key molecule that
stores biological information in living organisms. It is contained in almost every living
cell. Based on the information from this molecule, our cells can reproduce and create
copies of themselves. Nowadays, it is possible to look at the DNA of the organism.
This ability is one of the strongest tools of genetics as it helps us tell what are the
functions of different parts of DNA by comparing it between organisms and looking at

the consequences of different mutations.

DNA stores genetic information in the form of a sequence of nucleotides. Their par-
ticular order defines the stored information. There are four types of DNA nucleotides:
adenine (A), cytosine (C), guanine (G) and thymine (T). DNA consists of two long
strands of these nucleotides that together create the DNA molecule. These two strands
are connected in a complementary way. If there is A on the forward strand, then there
is T on the reverse strand. If there is a C on the one strand, we can expect its comple-
ment G on the other one. In this way, the cell machinery can (to some extent) repair
missing nucleotides based on the complement rules. An example of how we can think
of DNA is in Figure 1.1.

From now, we will represent the DNA molecule as a sequence of characters A,
C, G, T. Such representation stores enough information so we can recover the other

complementary DNA strand easily.
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Figure 1.1: DNA Molecule [§|

1.2 DNA sequencing

The process of obtaining DNA sequence is called DNA sequencing. The DNA molecule
is very long, and processing it whole at once would be very hard. The single DNA
molecule in one cell can reach up to 2 meters when untangled [4]. Thus, it is convenient
to broke down the whole DNA molecule into many shorter fragments. This can be done
chemically. Once we have this mixture of shorter DNA fragments, we need to sequence
them individually and then assemble them to obtain the nucleotide string representing
our original DNA molecule. One of the devices that can sequence the mixture of the
DNA fragments is MinION[13]. MinION is a cheap and versatile DNA sequencer with
the size of the larger USB key (see in Figure 1.2).

MinION consists of an active surface filled with many nanopores. A nanopore is
a small hole with an electric current passing through it. When the positive charge is
generated on the other side of this surface, negatively charged DNA molecules would
start to pass through the pores. As the molecule of DNA is passing through the pore
of MinION, we can observe changes in the flow of an electric current passing through
the pore. This electric current is measured over the discrete-time and is called signal,
raw signal.

Currently, MinION processes around 450 nucleotides per second for each nanopore.
The value of the electric current is measured 4000 times per second so each nucleotide
produces on average about 8-9 measurements, also called readouts. The signal gen-
erated from the pass of the single DNA fragment through the single pore is called
squiggle. The example of the squiggle is shown in Figure 1.3. One of the advantages
of the MinlON sequencer is that it produces very long squiggles. The length of the

squiggles is stated in kb(kilo-bases) where base corresponds to one nucleotide. The
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Figure 1.2: MinION sequencer|2]
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Figure 1.3: Electric current (squiggle) coming from MinION.
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mean length of the squiggles in some scenarios ranges from 13kb to 20kb [14]. Addi-
tionally, since MinION has 200-500 nanopores, it can produce large amounts of data
very quickly.

After obtaining the individual squiggles, these need to be converted into the DNA
sequence. Importantly, as the DNA passes through the pore, only a small number of
nucleotides in the proximity of the pore influence the current output signal.

The output signal of MinION is mostly dependent only on the context of the &
nucleotides (also called k-mers present in the proximity of the pore. There are several
studies on how much is signal influenced by more distant nucleotides. It is generally
accepted that using the & = 6 is appropriate for building an accurate model of the
signal.

Usually, with the MinlON, we are provided with a signal model. In general, the
signal model is a list of all possible k-mers for some k that states the mean and stan-
dard deviation of a Gaussian distribution that describes expected distribution signal
readout for that particular k-mer. Using the measurements of signal over time and
a method called base-calling, we can reconstruct the sequence of the DNA molecule
which produced this particular signal.

Early base-calling algorithms tried to split the signal into events|?]. Event is a
longer sequence of readouts at the roughly same level. The event corresponds to one
particular k-mer present in the nanopore at that time. Using the k-mer model on
events, as well as information that k-mers following each should overlap, one can predict
the sequence that passed through this pore.

Nowadays, more successful base-calling algorithms are based on deep and recurrent
neural networks|[15]. Despite significant improvements in the base-calling algorithms,
the overall process is quite slow and resource-intensive.

After the base-calling we have hundreds of these base-called squiggles, called reads.
Read is the squiggle that does not carry only the raw signal but also the information
what nucleotide sequence is his signal representing. We need to assemble this reads, to
form the resulting DNA sequence. This is quite hard as the base-calling process is not
entirely accurate and produces some errors. Thanks to the duplication of the shorter

DNA fragments, we are, in most cases, able to reconstruct the original DNA string.

1.3 Selective sequencing

MinION has an ability to reject DNA molecule that is currently passing through the
pore. MinlON reverses the direction of the molecule and throws it away. Selective
sequencing is the idea that based on the incoming signal, one can determine whether

we are interested in sequencing the current DNA molecule. Subsequently, we can decide
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if we want to continue or reject this molecule. This happens on-the-fly, so we need to
make the decision as quickly as possible for the process to be effective.

There are many benefits of selective sequencing. In case we are not interested in
some DNA that we know is contained in our sample, we can use this technique to
reject unwanted DNA molecules. This saves us a lot of time and resources as obtaining
nucleotide sequence from the signal is in some scenarios unnecessary and too costly
process in terms of performance.

For example, consider a scenario when attempting to sequence a pathogen (bacteria,
virus) in human blood. We can reject all human DNA molecules because we are not
interested in sequencing human DNA. We could also filter in positive way. So we could
say that we are only interested in sequencing DNA that produces a signal in some sense
similar to our chosen sample. This all means saving a lot of resources, for example,
during the disease diagnosis process.

Naturally, there are some drawbacks to selective sequencing. In order to find out
if the currently passing molecule is from human DNA, we have to have some infor-
mation about the signal from human DNA beforehand. This is limiting as we need a
sample signal from the species that we want to filter. The other problem is that in
the case of misclassifying some signal as not interesting, we lose information about the
corresponding part of the DNA molecule.

The idea of accessing real-time data during the phase of reading the DNA molecules
and rejecting the DNA molecule based on this data is called Read Until.

1.4 Current state of selective sequencing

One approach to selective sequencing is to base-call the DNA molecule that is currently
passing through the pore and try to find it in target, also called reference, sequence. If
we could not find this DNA sequence in any part of the reference, we can discard this
DNA molecule.

The base-calling process, however, is quite slow and our decision must be made
on-the-fly. This often means we do not have time to turn our signal into a nucleotide
sequence as the squiggles are too short for this and can be already sequenced when we
made our decision.

In this thesis, we will work directly with the raw signal to ascertain whether the
molecule should be sequenced or not. One approach (see [12]) is to obtain the reference
signal using simulation from the reference nucleotide string. We then use an algorithm
called the dynamic time warping (DTW) to align the signal to the reference signal. The
DTW is a dynamic programming algorithm that takes two signals and aligns them in a

way that minimizes the total number of insertions and deletions of the readouts. One
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of the limitations of DTW is that it has run time complexity O(n - m) where n and m
are the lengths of the reference signal and query signal, respectively. This would pose
a problem for this method if we wanted to use it for longer sequences. This is, however
complete, implemented and tested solution that can be used for shorter reference DNA.

Another useful tool that we will heavily use during the testing of our method, with
a similar idea as the previous solution is nanopore data variant caller (Nadavca) [5].
It is a convenient tool that requires a reference DNA sequence and squiggle. Nadavca
can create the simulated reference signal and search for the squiggle in this simulated
signal using the already mentioned DTW algorithm. One drawback is that it is not
fast enough to be used for selective sequencing.

In our work, we attempt to improve the results of the work with the squiggles. We
focus on the scenario, where we are given a reference sequence of the DNA. We will
attempt to distinguish between the signal originating from this reference DNA and the

signal unrelated to the reference.



Chapter 2

Squiggle Discretization and Similarity

Between Squiggles

As we stated in the previous chapter, we will work directly with the squiggles instead
of the basecalled sequences. However, for this to be possible we need to have some
reference squiggle that we can sample and use as an index in which we will search
for the squiggles once we are sequencing. Unfortunately, we are given the reference
only in the form of a DNA sequence. In this chapter we will show how to create the
reference squiggle from the reference DNA sequence and also introduce more suitable
representation of the signal that enables easy searching of the query signal in the

reference.

2.1 Squiggles as Sequences of Discrete Observations

Given a simulated squiggle from the reference DNA, we want to decide whether the
squiggle passing through the pore has originated from the reference. This task can be
reformulated as finding if the current squiggle is similar to a segment of the reference
squiggle.

We propose to discretize the squiggles to facilitate their better representation and
also provide easy searching capabilities in this representation. Note that, we are not
very limited by the preprocessing time, but very fast processing is required during the
sequencing of the DNA. This puts certain speed limitations on our discretizing process
during the actual sequencing of the DNA.

We will represent the squiggle as a string of characters. We split the squiggle
vertically into several windows so that everything between the minimum and maximum
value is allocated to one of these windows. The windows are of a constant width and
do not overlap. More formally, let a; be the readout at the time ¢ and m be the number

of vertical windows. Denote the squiggle s of length n as s = ajasas---a,. Besides

9
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Figure 2.1: Squiggle with the level string displayed on the x-axis

this, we are given values min,, mazx, that Va; : min, < a; < max,. We say that the

readout a; is in j-th window if it holds that:

ming + j - BN < g < ming + (j 4 1) - AL

Let the readouts ag,aq,--- ,a, correspond to the windows wq, w1, -+ , w, respec-
tively. ls such that ls = wiws - - - w, is called level sequence. Level sequence in which
the subsequent appearances of the same character are substituted by the single ap-
perance of that character is called the level string of the squiggle s. We will call the
transformation from the level sequence to the level string a contraction. So if the
ls = aabccaa then the level string from this level sequence is "abca". An example of
the transformation of the squiggle to the level string for w = 6 is shown in Figure 2.1.

Discretization has several important properties that will be later used. First, it
is deterministic and the same squiggle has the same level string each time for the
unchanged w. Second, small changes and variance in the signal readouts are unlikely
to change the resulting level string most of the time. Note that the squiggle consists of
events that are represented by a longer signal that is around the same level. With this
method, we hope that each event will remain insde a single window over its duration.
Subsequent contraction of the level string thus results in one event being represented
by a single character of a level string in most cases.

Changes to the parameter w balance specificity and informativness of our method.

With the w = 2, we cannot say a lot about two squiggles that have the same level
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Figure 2.2: Examples of the squiggle divided into 3 and 12 windows

string. With larger w, we can miss two squiggles from the same DNA sequence if there
is a too much noise present in one of them.

Consider two scenarios, when the number of levels is small and high. Figure 2.2
shows that for the small number of levels, a lot of different events stay in the same
center window even if the higher number of levels could distinguish between these
individual events. With a high number of levels, like we see in Figure 2.2 one event is
less likely to remain within the same window. We will address the signal oscillations

in more detail in Section 2.3.

2.2 Simulating Squiggles from the Reference

We already stated that before the process of the selective sequencing we are most of
the time only given the reference DNA sequence. If we want to work directly with the
squiggles, we need to obtain the reference squiggle. We need this reference squiggle
so that we have some reference which we can sample and use later to split squiggles
between that we are interested in and not interested in.

We create a simulated squiggle based on the 6-mer model, where each subsequent
6-mer in our reference DNA will generate a signal (event) equal to the mean of the
gaussian distribution for that particular 6-mer. This mean value is the information
provided by the manufacturer of MinlON through the k-mer model that we mentioned
in Section 1.2.

Our simplistic approach to signal simulation does not take into account that the
signal from one nucleotide is measured several times. Thus, we replicate every entry

in the simulated signal 10 times.
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We now compare the simulated squiggle to the real squiggle that arose from the
real sequencing. Moreover, we do not want to compare the simulated squiggle with
unrelated squiggle but with the squiggle that corresponds to the same DNA region.

We will look now how to obtain the pair of the simulated-real signal that originate
from the same DNA region. First, we take some real squiggle. Then, we find the part
of the DNA reference that this squiggle corresponds to. After successfully finding this
part of the DNA, we take it and simulate the squiggle from it. We will use two ways
how of finding the DNA region corresponding to the squiggle in this work. The first,
more accurate method is to use Nadavca. This tool, introduced in Section 1.4 takes
as the input the reference DNA sequence and the particular squiggle we want to find
in it. It then returns the table that accurately maps the nucleotides to the individual
events in the squiggle. This possibility is very accurate and gives a lot of information
that we do not need most of the time such as the mapping between the nucleotides
and events. We are interested only in location of the start and end of the squiggle
in the reference. The second option is to take the read instead of squiggle and use
information from it. Hovewer, we know that the DNA sequence in read is generated
by the base-caller algorithm so it has some error in it. To obtain the sequence of the
nucleotides corresponding to this read without errors, we need to use some algorithm
that is able to find this erroneous DNA sequence in the reference DNA sequence. For
this purpose, we use minimap?2 algorithm that we describe more closely in the Section
3.2. This is faster process as the solution using Nadavca and we will use this option
anytime when we need speed and do not need any additional information that Nadavca
provides.

Figure 2.3 compares the simulated squiggle to the squiggle obtained by sequencing
the same region of the DNA.

Now we have a simulated reference squiggle. We can see on Figure 2.3 that the
simulated and real squiggle are not identical. This poses a problem as we want to
have these squiggles as similar as possible. The first thing that we want to consider is
normalization. One of the most wide-spread ways of doing this is to subtract mean and
dividing the signal by the standard deviation. The other possible solution is subtracting
median value, as the frequent outliers can deform the mean. We will stick to the first
solution, as our experiments showed that there is no big difference between squiggle
mean and median value in most of the squiggles. After the normalization, we remove
outliers in a way that everything over and under certain values will be clamped to the
target range. Most of the time, this will be -2 as the lower bound and 2 as the upper
bound.

Another visible problem can be seen when we compare events in the simulated and
real squiggle. The events in the simulated signal are perfect repeats of the same value.

In the real signal, we can sometimes see the phenomenon called drift. This is a fact
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Figure 2.3: Comparison of the real (upper graph) and simulated (bottom graph) signal

with the corresponding nucleotid sequence on x-axis

that real event tends to slide up or down over time. Another difference is that real
squiggle is sometimes contracted in some places. This is caused by the fact that the
DNA molecule is not moving through the pore at a constant speed.

There are two possible ways how to overcome the differences between real squiggle
and simulated squiggle. One approach is to make the simulated squiggle more like the
real squiggle, including adding a noise and a varying event deviation. In fact there are
more advanced squiggle simulators such as DeepSimulator|10].

The opposite approach is to make the real squiggle less noisy. We decided to go
the second way so we will now address the most important differences between the real

and simulated squiggles.

2.3 Signal Oscillations and Continuity

Figure 2.3 clearly shows that one of the biggest differences between simulated and real
squiggles is the noise which can be seen as small oscillations of the signal. This is one
of the reasons that our discretization method use windows - so small oscillations within
the window are dealt with. We can also easily adapt the number of windows. However,
when our method is used without any modifications it produces much longer level
strings for the real squiggles than for simulated squiggles. The problem arises when
the oscillations are located on the borders of the windows and produce too long level
string of the form "cdededed". To address this problem, we tried several smoothing
techniques to reduce this oscillations. Mowving average is the smoothing technique

that for every readout s; in some signal s calculate its new value snew; as snew; =
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Figure 2.4: Comparison of simulated and real squiggle smoothed by different techniques

avg(Si, Si—1, Si—2, -, Si—k+1). We will call k the smoothing parameter. We can also
simply change the average function to the median to obtain the moving median. For

now, we will stick to faster yet simpler smoothing techniques.

Another difference between the real signal level string and the simulated signal
level string is that the real signal is more continuous instead of a simulated signal that
jumps. Again, we can use the moving average. Instead of the moving median, it has a
nice advantage that it causes signal not to jump from one level to another but rather

move continuously.

In Figure 2.4 we can see part of the simulated and corresponding real squiggle.
Then, in the subsequent two graphs, we apply the moving average with a smoothing
parameter equal 5. We can see that this smoothed the simulated squiggle but also
smoothed the noise that we could observe in the events. With the median smoothing,

the outcome is quite similar but lacks the quality of smoothing the simulated signal.

In Figure 2.5 we see the result of our smoothing techniques applied on the simulated
reference squiggle and real squiggle of lengths 10 000. We can see how big impacts the

smoothing techniques have on the lengths of the resulting level strings. In most of
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Figure 2.5: The impacts of the smoothing on the underlying squiggles of length 10 000.
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the cases, the majority of level strings from the real squiggles without smoothing are
more than half time bigger in size. After the smoothing we can see big changes in the

distribution of the length ratios.

2.4 Identification of Reads Based on Shared k-mers

In this section, we will demonstrate how to distinguish between the cases when two
squiggles originate from the same sequence and cases when we are comparing unrelated
squiggles. We take the pair real squiggle - simulated reference squiggle from the same
DNA region and one unrelated real squiggle. We will then try to distinguish which
of the two real squiggles is from the same region as the simulated squiggle and which

We

emphasized the speed many times, so we will try to come up with a fast test. We split

is not based only on the level strings derivated from the respective squiggles.

the individual level strings into overlapping k-mers (any k& subsequent characters from
the string). The size of the overlap between k-mers from the reference squiggle and the
sample squiggles should distinguish which squiggle is from the reference and which is

not.
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Table 2.1: Basic characteristic of the used datasets

mean read median read mean squiggle median squiggle
Name  # reads
length (nucleotides) length (nucleotides) length (readouts) length (readouts)

saplng 3000 14663 6965 151002 71964
sapFun 3000 10912 4775 113550 51266

2.5 Experimental Evaluation

In our experiments, we want to test:

e How accurately the discretization method that we proposed in Section 2.1 repre-

sents the squiggle.

e How the proposed identification from Section 2.4 works on real data

In both of these cases we are interested in the results for the different set of pa-
rameters such as the number of levels, length of the k-mers and impact of the methods

that we discussed in Section 2.3.

2.5.1 Experimental Data

Data that we use for these experiments come from two organisms. One is Saprochaete
ingens (dataset sapIng) and the other one is Saprochaete fungicola (dataset sapFun).
These organisms were sequenced using R9.4.1 MinION flow cells at the Department of
Biochemistry of the Faculty of Natural Sciences. We have also obtained the reference
sequences of both of these organisms that were previously published [7] [6]. We base-
called the raw squiggles using the Albacore basecaller provided by Oxford Nanopore
Technologies, company that also develops the MinlION sequencer.

To see if these two organism do not share some big similarities, we align the reads
from Saprochaete fungicola to the reference sequence of Saprochaete ingens using the
Minimap2 algorithm. We run this test on the 500 randomly selected reads from each
of these organism. We studied the ratio of the reads that were successfully matched in
the reference sequence. Figure 2.6 shows the number of reads that were alligned with
the respective percentage of their length that was successfully aligned. Observe that
only 12 reads out of 500 in case of the Saprochacte fungicola had more than 50% of
their length aligned.

For our experiment, we use only the squiggles from the Saprochaete ingens if they

are successfully aligned into the reference using the Nadavca. We then create the
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Figure 2.6: Number of reads that aligned at least on 2% of their length to the reference
DNA of the Saprochaete ingens

simulated reference signal from the reference part that Nadavca identified and pick some
random read from the sequencing of the Saprochaete fungicola and run our analysis.
We run this cycle many times over. As the ultimite goal of our work is to achieve the
ability of selective sequencing, we must also restrict ourselves to only work with the
beginning part of the squiggle. We reflect this in our experiments so we work only with
the first 5000 readouts from the squiggle segment that Nadavca identified as matching

to our reference.

2.5.2 ROC curve

A receiver operating characteristic curve is a graphical illustration of how well the bi-
nary classificator performs on the data for a particular threshold. The binary classifier
system is a system that tries to predict the binary output from the inputs. We can
look at our experiment as predictor that predicts based on the number of hits, if the
squiggle is from the simulated reference squiggle or not. We can choose some threshold
value t and say that our classificator will predict all the squiggles with the number
of hits bigger or equal than t as coming from the reference squiggle. When working
with binary predictor there are two important rates true positive rate TPR and false
positive rate FPR.

TPR is a ratio of the correctly classified positive squiggles to the number of the all



18CHAPTER 2. SQUIGGLE DISCRETIZATION AND SIMILARITY BETWEEN SQUIGGLES

TPR

0.4

0.0 0.2 0.4 0.6 0.8 1.0

Figure 2.7: In this picture we see the example of a ROC curve. Blue line represents
very good binary estimator. Random binary estimator is expected to have his ROC

curve somewhere around the green dashed curve.

squiggles.

FPR is a ratio of the squiggles that we incorrectly classified as a belonging to the
reference squiggle.

The ROC is curve that represents the dependency of TPR on FPR for various
threshold values t. If the binary classificator was random generator the ROC curve
would be roughly linear. Very good classificator obtains the curve that is very close to
the point FPR =0,TPR = 1. We can see the example of a curve that represents very
good binary classificator on Figure 2.7. The binary classificator that randomly guesses

his output is expected to have an ROC curve somewhere around the green line.

2.5.3 Level string alignment

To see how two level strings compare to each other we will align them. The input to
the alignment algorithm are two strings s, s9: s1 = ajas - a,, So = biby---b,,. The

alignment are strings ss, s4 : S3 = c1¢2¢3 - - - ¢k, S4 = dydads - - - dj, such that:

1. s3 and s4 was created from s;, sy respectively by inserting dashes

2. ¢i#d;thenc;,=—-Vd, =—
Example of allignment of s; = AAACTGC and sy = AACGTC is:

s3 =AAAC-TCC
sy =AA-CGT-C
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There are a lot of alignments between the two strings. Most of the time we are
interested in some particular alignment. For this purpose, we will create a scoring
system and we will try to find the maximal (minimal) alignment in this scoring system.
We can, for example, minimize the number of dashes. Using the alignment defined this
way we can see how two-level strings compare to each other and how similar they
are. Finding the best alignment is not trivial. We use dynamic programming for
solving this problem. Let T'[i][j] be the best alignment of string s;, = ajas---a; and
S9, = b1by - - - b;. We will for simplification say that Vi, j : T'[i][0] = 4, T'[0][j] = j.

0, Vi,j:i<0Vj<O0
T[i)l5) = < max(T[i —1)[j — 1] + 1, T[i — 1][j], T[i][j — 1]) only ifa; = b;
maz(T[i — 1)[5], T[{][j — 1]) otherwise

2.5.4 Results

We performed three experiments that relate to the goals that we set at the start of
this Chapter. We use the squiggles from the datasets introduced in Section 2.5.1. We
stated that the selective sequencing must be done using the information from the start
of the squiggle. In this all three experiments, we always use the 5000 readouts from
the any squiggle mentioned.

The first experiment evaluates the number of shared k-mers between the simulated
reference squiggle and corresponding real squiggle. To put the number of shared k-
mers into perspective, we also look at the number of shared k-mers between the same
simulated reference and an unrelated squiggle. For easier description, we label the sim-
ulated reference squiggle the reference, real squiggle that corresponds to this reference
the positive squiggle and the random unrelated squiggle the negative squiggle. In all
individual test cases, we calculate the ratio of the number of hits in negative squiggle
to the number of hits in the positive squiggle. The ideal case is that most of the test
cases will have the ratio as small as possible. If the number of hits of the positive
squiggle is 0 or the ratio exceeds 2:1, we mark this ratio as a 2:1.

Figure 2.8 shows the results of the experiment using all smoothing methods intro-
duced in Section 2.3. There are parameters that obtain the ratio at most 1/2 in more
than 80% of test cases (for example 4 levels, 28 k-mer length). There is phenomenon
of the lines that start with the perfect record and then quickly go to the right part
of the graph (for example 9 levels, 28 k-mer length). This happenes to the curves
representing the high k-mer number. That is because the number of hits in random
squiggle is usually zero for high k-mer number but it is also hard for the real squiggles
to obtain high number of hits so for a lot of positive squiggles, the number of hits is

0 which shifts the curve to the right quickly. For comparison, Figure 2.9 shows the
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Figure 2.8: Cummulative distribution of ratios of hits in positive and negative squig-
gles, smoothed. The y axis shows cummulative count of the ratios up to the ratio x.
Individual figures represent results for the different number of levels. Individual curves

represent different length of k-mer.

results for the squiggles not processed by our smoothing techniques. We can clearly see
that with no smoothing there are no parameters usable for the effective discrimination

between positive and negative squiggles.

The second experiment is motivated by a hidden drawback of the first experiment.
If two positive squiggles have the bigger number of hits than their two negative coun-
terparts in their respective test cases, we consider it as a success in the first experiment.
However, there can be problem that even if the both of these test cases are considered
successful the number of hits of the negative squiggle in the second test case can be
bigger than the number of hits of the positive squiggle in the first testcase. This will
cause that even if we have two successful, test cases in the first scenario, we cannot
predict if the squiggle is from the reference based on some threshold number of hits.
This can happen for example, if a lot of squiggles have considerably lower number of
hits due to the discretization algorithm. The second experiment examine how often
this happens and if the number of hits in positive squiggles is globally larger than the
number of hits in the negative squiggles. We will again take the reference squiggle,
positive squiggle that comes from the reference segment and a randomly chosen nega-

tive squiggle from the other sequencing. We plot the data using the ROC curve. Note
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Individual figures represent results for the different number of levels. Individual curves

represent different length of k-mer.
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Figure 2.10: ROC curve of the hits with smoothing

that if two squiggles have the same number of hits, we favour the negative squiggle to

present objective results.

The ROC curves in Figure 2.10 represent how overall number of hits in the positive
squiggles compares to the number of hits of the negative squiggles. We can see very
good results for low numbers of levels and higher length of k-mers (4 levels, k-mer length
> 17). Figure 2.11 shows that without smoothing techniques applied, only the lower
lengths of k-mers (k-mer length > 17) have meaningful results but the results with the
use of smoothing techniques are much more successful. This is the case because it is
unlikely for the unsmoothed squiggle to obtain the longer match due to the reasons

outlined in Section 2.3.

The third experiment will focus on mutual alignment of the level strings coming
from the real squiggle and the reference squiggle respectively. Again, as in previous
experiments, we add randomly chosen squiggles to highlight the differences between
alignments. We align the level strings using the scoring scheme presented in Section
2.5.3, minimizing the number of the gaps. While in previous experiments we focused
on the shared k-mer counts, such measure does not take into account the relative
positions of matched pairs. This means that we can easily count as the matching pair
also two k-mers that do not correspond to the same signal but happened to be in the
same level string. For a reasonable number of levels, this is unlikely to happen often

for a short read. The big advantage of the alignment of the level strings is that it
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Figure 2.11: ROC curve of the hits without smoothing

tells us more accurately what is the overall similarity of the level strings. We found,
that the distribution of lengths of the successive gaps in the alignments (gap lengths)
particularly highlights the difference between positive and negative squiggles.

We split the gaps into two groups, those with gap length shorter than 5 (short gaps)
and those longer than 8 (long gaps). For each alignment, we count the number of gaps

in these two groups.

Figure 2.12 shows the ratio between the number of the gaps of given length divided
by the length of the level string for both positive and negative squiggles. For better
visualization, we show number of short gaps per 100 level string characters and number
of long gaps per 1000 level string characters. We can see that the number of short gaps
favors a lower number of levels and gradually increases with the number of levels. The
number of long gaps behaves in the opposite way. As the number of levels is increasing,
the number of gaps in the negative reads rises faster that the number of the gaps in the
positive reads. The longer gaps are better indicator of the alignment of a bad squiggle
as it is common for both positive and negative alignments that there are small gaps
due to the noise in the underlying signal. Most of the time, the large gaps are a sign of
the two unrelated level strings aligned or very uncommon unsimilarity between positive
read and its reference. Figure 2.13 presents results for the unsmoothed squiggles. We
can see that for unsmoothed squiggles, there are more larger gaps even in the case of

the positive squiggles and the differences between the positive and negative squiggles
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are much less pronounced.
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Chapter 3
Towards Building a Squiggle Index

In this chapter, we use the results and findings from the previous chapter to build

the index data structure that can find the query squiggle in the simulated reference

squiggle.

3.1 Building a Squiggle Index

As mentioned in Section 1.3, as an input to the selective sequencing we are usually only
provided the reference DNA sequence. The reference DNA sequence is transformed to a
simulated signal using the process introduced in Section 2.2. We choose the number of
the windows w as a parameter of our discretization algorithm and create the reference
level string. Then, when the real signal from the squiggle arrives, we perform the same
process on the real signal. Now, we have one reference level string and one query level
string which we want to find in the reference. As we see in Section 2.5.4, there is only
a small probability that the level string of the longer squiggle will match perfectly to
some area in the reference level string. Instead of looking for the exact match in the
reference, we will cut the reference level string into overlapping subsequences of length
k and put them into a hash table. Hash table is a data structure that allows insertion
and search of an element in amortized time complexity O(1). This hash table will now
serve as a reference index. To process a squiggle, we build its level string and cut it into
the overlapping subsequences of the same length k. As the next step, we compute how
many of these subsequences can be found in the index. We call all the subsequences
of length k£ from our query squiggle that are present in the prepared hash table hits.
Our initial assumption is that the number of hits will be considerably higher for the
squiggle that belongs to the reference.

To evaluate this idea experimentally we have chosen one contig (contig3) from the
sapIng reference sequence. Contig is a standalone DNA sequence, most of the time

representing a single chromosome of the organism. It is smaller than the whole reference

27
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Figure 3.1: ROC curve describing how good predictor is our index. Its decisions are

based on the number of hits of the respective squiggle

which consists typically of multiple contigs. We will build the index over the signal
simulated from this reference sequence. We will predict, based on the number of hits
in our index if the read is from the reference contig or not. We build the index in the
slightly different way than we described previously. At first, we will simulate the signal
from the whole contig creating one, very long simulated contig squiggle. Then we use
the sliding window of size 5000 with the window step equal to 3000. For every of this
small windows, we will normalize the signal that is contained in it, smooth it using the
techniques we described and then create the level string from this signal. We will cut
this smaller level string into overlapping k-mers that we insert into the hash table. We
will be working with the 2 000 readouts from the query squiggles. If this query squiggle

matches simulated signal somewhere, it will be covered by one of our windows.

Beside the reference we have two sets of reads, one containing reads from the sapIng
dataset and the other one containing reads from the sapFun dataset. Both of these
datasets are described in Section 2.5.1. We call the reads from the first set the positive
reads and the other negative reads. We use 190 reads from the both datasets. From
the whole sapIng dataset, we only choose the reads that aligned to the contig3 and also
have at least 95% of their length aligned. We also make sure that the reads from the
sapFun dataset have 0 alignments of at least 90% of their length. We are interested in
finding if our index can work as a good predictor. It will be deciding if the squiggle
is from the reference based only on the number of hits. Figure 3.1 shows what is the

ROC curve of our index as a classificator.

We see that our index is not performing very well. After looking at our index,

we can identify one of the problems. We see that some of the k-mers have very big
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Figure 3.2: On y axis is the percentage of the reference covered by the k-mers up to

specific frequency denoted on the z-axis.

number of occurences in the indexed reference level string. We suspect that these
k-mers are not that informative because they are very common and they carry more
information about the specific properties of the level string rather than information
about the underlying signal. Figure 3.2 shows what part of our reference is covered
by the k-mers up to a certain frequency. We can see that a lot of k-mers are in our
reference level string more than 2000 times.

We will use the data from the Figure 3.2 to try to remove the most frequent k-mers.
We will remove that part of the most frequent k-mers such that at least 50% of our
reference is still covered by the remaining reads. We also call this process cut-off.

We see in Figure 3.3 that this did not helped at all. This can be because with the
most frequent k-mers we also removed a lot of so called fake hits. This could be hits
that amounted to the big percentage of the previous hits so the overall number of the

hits in our reference decreased because of this fact.

3.2 Aligning the squiggle level string

After failing to build the index straightly, we will look at an easier experiment that
can hint us if we are going in the good direction. We would want to see how our
discretization suits this usage and how similar is level string of the whole squiggle
comparing it to the whole reference level string. For this purpose, we will try to find
our query level string in the reference level string.

We already know that it does not make sense to look for the exact match of the

query string in the reference so we will need some string searching technique that
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Figure 3.3: ROC curve describing how good predictor our index is after the 50% cut-off.

We can see the information for the numerous combinations of levels and kmer lengths.

can deal with few errors. Our alignment algorithm presented in Section 2.5.3 could be
adapted but it lacks the neccessary speed. This algorithm works in the time complexity
O(r - s) where r is the length of the reference sequence and g is the length of the query
string. Many algorithms are able to do this fast and with very high accuracy. We
decided to tweak a Minimap2 [9] algorithm. This is one of the most popular DNA
sequence aligning algorithms. This algorithm can take the query DNA sequence and
find it in a long reference DNA sequence. It is also able to find the query DNA string
even if it does not exactly match any subsequence precisely. Hovewer, this algorithm
works only with the DNA sequences. What we will do is that we choose the number
of levels w = 4. This will cause that the reference and query level strings will both
consist of the characters ’a’, ’'b’, ’c¢’, ’d’. We then substitute ’a’, 'b’, ’¢’, ’d’ by ’A’,
'C’, 'G’, T subsequently. We now obtained the manipulated level strings that are
represented using the DNA sequences. Now, we can use the Minimap2 algorithm for
finding our manipulated query level string in the manipulated reference level string.
As the Minimap2 is most of the time used and also optimized to perform well on
DNA sequences, we need to be careful of some catches that come with using it for this
purpose. For example, we need to ignore the hits on the reverse strand as the reverse
strand does not carry the same information as in the real DNA sequence. This also
speeds up the whole algorithm considerably.

We now take the level string of the relatively big part of the squiggle. We take the
fixed part of the squiggle from the 5000th readout to the 60 000th. Of the 50 tested

squiggles, all of them were correctly aligned to the correct contig and also correct

position. This was a very promising result, so we decided to optimize a Minimap2
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algorithm with adjusting some hyperparameters that this algorithm allows us to change
to speed it up. For this solution, to be usable, we need to take only a shorter part from
the start of the squiggle. With signal from the 5000th readout to the 10 000th we have
been able to find only the 31 out of 100 squiggles in around 1 minute.

3.3 Alignment Algorithms Inspiration

The second approach that we tried is similar to how the alignment algorithms like
Minimap2 work. The first step of these algorithms is to find the pairs of the shorter
exactly matching sequences. These are then used as the kernels of the alignment. We
want to use kernels as the starting points, to see where are the places that could lead
to the successful matching of the query level strings.

In order to try this approach we need to know what is the ideal length of this
short sequence. We need to find the maximum length of the k-mer for the particular
level such that the level strings of most of the squiggles will have at least one k-mer
of this length common with their corresponding simulated reference level string. As
an experiment, we will take 200 random reads from the saplng dataset. We run the
experiment on the data used in the previous experiments in Section 2.5.4. Now, we will
again work with the smaller number of 2000 readouts so we simulate the conditions
during the real DNA sequencing. In the table 3.1 we can see the number of the squiggles
with at least one shared k-mer with their reference level string. We bring the values
for the multiple levels. Based on this table, we can expect what length of k-mer for
the particular number of levels will be located in the reference at least one time. We
want to find the good tradeof between number of squiggles that we will be able to find
and the length of the k-mer which determines the number of hits in the index we have
to investigate.

Now, when we have for all the levels the particular number of k£ that has the minimal
number of hits for most of the reads we can proceed to use this information. We will
focus on finding the pairs of level number - k-mer length such that the number of
squiggles with at least one hit is around 175. This will not eliminate a lot of reads and
it will give us an edge over the fake hits in the big reference sequence as we favor the
biggest k-mer length possible. We now take the entire reference of the saplng dataset
and 200 reads from this reference. We will want to know, what is the mean and median
number of hits of these squiggles in the entire reference and what is the number of the
hits between the squiggle and its corresponding simulated reference signal. We need to
push the number of k-mers for the particular number of levels as high as possible such
that the large percentage of reads still share at least some k-mers with their simulated

squiggle but the overal number of hits in the whole reference is smallest possible. What
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Table 3.1: The number of squiggles with at least one shared k-mer with their corre-

sponding reference for particular number of levels. The total number of tested reads is
200

level number k-mer lengths
4 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25
200 [ 199 | 198 | 196 | 195 | 186 | 180 | 174 | 163 | 148
5 17 ] 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26
200 [ 199 | 199 | 197 | 190 | 184 | 176 | 163 | 158 | 148
7 15 (16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24
200 | 199 | 198 | 195 | 183 | 167 | 157 | 132 | 119 | 100
9 13 |14 | 15 |16 | 17 | 18 | 19 | 20 | 21 | 22
200 [ 199 | 191 | 184 | 160 | 134 | 108 | 86 | 71 | 49
11 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21
200 | 199 | 192 | 175 | 153 | 124 | 95 | 72 | 54 | 41
13 1112 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20
200 | 196 | 190 | 176 | 152 | 122 | 82 | 63 | 44 | 28

happens if we do not push the k-mer length enough is that we receive a lot of false
hits in the entire reference. If we push too much, we will lose even the good hits and
the results will be some random hits in the entire reference that represent very similar
signal but not our target signal.

We can see in Table 3.2 that the number of hits in the whole reference is still really
high. What we can do is that we cut the reference into the smaller sequences and track
the number of hits in these individual sequences. We can focus on the sequences with
the high number of hits and then do there some post-processing to remove as many

hits as possible.
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Table 3.2: The number of hits in the whole reference vs hits in the simulated squiggle

corresponding to the real squiggle

levels | komer mean hits | median hits | mean hits | median hits
in ref in ref in simulated | in simulated

4 22 223446.62 | 193751.0 16.28 12.0

4 23 153540.78 | 132338.0 13.1 8.0

5 21 401133.12 | 363887.5 23.32 19.5

5 22 275380.16 | 241922.5 18.26 14.5

5 23 192186.58 | 158792.5 14.54 9.0

7 20 271556.42 | 265182.0 17.06 14.5

7 21 175926.02 | 169163.0 12.88 10.5

9 18 213360.74 | 191186.0 12.54 10.5

9 19 127401.82 | 107961.5 8.58 7.0

9 20 76321.34 58724.0 5.96 5.0

11 16 243431.82 | 231441.5 11.16 8.5

11 17 132439.22 | 126377.0 6.56 4.0

11 18 72565.3 63293.0 3.78 2.0

13 14 371994.38 | 326821.0 16.14 14.0

13 15 194185.4 157827.5 10.18 8.0
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Conclusion and future work

The goal of this work was to build the reliable index that will satisfy the needs of the
selective sequencing. We wanted to build this index on top of the discretizing algorithm
that would help us to work with the raw squiggles more easily and also very fast.

In the Second Chapter we come up with a discretizing algorithm that have been
able to build representation that reliably matches the underlying raw squiggle. We
proved many good properties of this representation in the Results section.

We have been unable to build the reliable yet fast enough index but we obtained
some hints on how the problems that arised could be tackled in the future. Most
notably, we have been able to tweak Minimap2 algorithm and use it to align our
discretized form of the signal to the correct position in the reference. This leads us to
the conclusion that it is possible to use this discretizing algorithm for furher progress

in this area.
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Appendix A: Implementation of the

Experiments

All the source codes for the individual experiments as well as the most important part
of the test data are available in the included storage media. The code repository for

this work is hosted on GitHub and can be accessed through this link.
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