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## Chapter 1

## Introduction

A beginning is a delicate time, tells us Princess Irulan from Frank Herbert's Dune. When I began to learn about Stable Models at the Knowledge representation and inference course led by Assoc. Prof. Sefránek, I had a lot of (maybe stupid) questions and thoughts. This was a delicate time for me: For a while, I considered Stable models counterintuitive, because such a simple program like $a \leftarrow \sim a$ has no model.

Of course, at the beginning, one does not possess an adequate knowledge of the topic. This is usually a disadvantage, but brings a possibility to formulate novel ideas, uninfluenced by the common knowledge. When one learns what others already know, it is not so easy to invent something new. This is my case: I had my feeling, but I did not try to evolve this idea further.

This is the primary reason why I was excited when I heard about Revised Stable Models. They bring us the possibility to infer the way I missed in Stable Models, using so called reductio ad absurdum. Attractive is that Revised Stable Models semantics is an extension of Stable Models semantics, what means, that every Stable Model is a Revised Stable Model. Later we will mention a few other good properties of Revised Stable Models.

I was interested in computational complexity, too, so I considered a good idea to connect these two interests and investigate the complexity of Revised Stable Models. This issue was not covered by the authors of the idea, and was suitable for my Master's Thesis.

During the first 4 months of the work, I visited Centro de Inteligência Artificial - CENTRIA, Departamento de Informática, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal, thanks to the Erasmus education program. I could cooperate directly with the authors of the idea, Luís Moniz Pereira and Alexandre Miguel Pinto.

The flow of the work was not straightforward. Many ways were blind and not every result was correct. But this is not a bad thing, it is an essential part of every research. The possibility of a collaboration with experts was for me an additional benefit of the work.

## Chapter 2

## Reductio ad absurdum

### 2.1 Classical reductio ad absurdum

Wikipedia [5] says: In formal logic, reductio ad absurdum is used when a formal contradiction can be derived from a premise, allowing one to conclude that the premise is false. If a contradiction is derived from a set of premises, this shows that at least one of the premises is false, but other means must be used to determine which one.
Formally,
if $S \cup p \vdash \perp$ then $S \vdash \neg p$
or if $S \cup \neg p \vdash \perp$ then $S \vdash p$.
Encyclopædia Britannica [2] states about reductio ad absurdum the following: in logic, a form of refutation showing contradictory or absurd consequences following upon premises as a matter of logical necessity.

### 2.2 Reductio ad absurdum in the logic programming

We can discuss if the concept of reductio ad absurdum is even possible in logic programming. Here we have no procedural way to put premises, and then indicate their absurd consequences. We have only one way of indicating a contradiction in the program: to have no model at all (and this is exactly what Stable Models do when they encounter a program like $a \leftarrow \sim a)$. But then we cannot continue with our derivation and declare the premise invalid, we are bound to the "no model" result.
The two-step procedure (first derive a contradiction, then declare a premise false) is apparently unsuitable for logic programming.
However, we feel somehow, that it is proper to call reductio ad absurdum an (from the programmer's point of view) one-step procedure of computing a model, if it brings us a similar result as the aforementioned formal procedure in classical logic.

### 2.3 Motivation for reductio ad absurdum in Stable Models

To excuse introducing a new semantics is a hard task. Generally, to excuse introducing a new thing is a hard task, because people will stick to their habits and traditions, and until we supply them a good reason to switch, they will not accept the new. I do not feel competent to judge if reductio ad absurdum is a good reason for logic programmers to switch. Maybe not. But maybe sometimes in the future, for some project, the reductio ad absurdum will be so important, that programmers will choose this way. Even if not, we can always excuse ourselves simply by saying "we are scientists, our research is not worth because its practical use, but for its beauty."

Reductio ad absurdum is used in math-, law- and even in common-life- argumentation. People (e.g. me:-) who saw Stable Models for the first time wonder why the simple program $a \leftarrow \sim a$ has no Stable Model. Of course, many people (especially advanced logicprogrammers) consider this property as a basic tool for programming (e.g. introducing integrity constraints).

We can solve this problem by using an explicit construction in the language, e.g. falsum literal. In my opinion, reductio ad absurdum in the logic programming can be closer to human thinking and to the way people argue.

### 2.3.1 Motivational example

Three gay friends are deciding which night club they want to entertain this night in. Each has his favorite club, but is willing to make a compromise. They expressed their views in this way ${ }^{1}$ :

The first one says: If we are not going to dance in Apollon, let's have a coffee in Barbaros.
The second one argues: Well, if we are not going to Barbaros, let's see the boys in Crater. And the third one: But, when we are not going to Crater, I want to go to Apollon.

We are able to formally rewrite their opinions into this small program:
$b \leftarrow \sim a$
$c \leftarrow \sim b$
$a \leftarrow \sim c$

But what then? Using Stable Models will make no good. Use of reductio ad absurdum is necessary.
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### 2.4 Reductio ad absurdum in Minimal Model semantics

In the example above, we can realize that use of (Minimal) Models semantics has the expected result of using reductio ad absurdum like in classical logic. This is due to the definition of a "model": It satisfies all rules of the program, what makes reductio ad absurdum automatically valid. A model definition has no procedural part. For simple programs, we could be satisfied with this. If we expect larger programs, we might want to have a "stable" semantics. (In chapter 7, we will see how Revised Stable Models and Minimal Models are connected).

### 2.5 How to introduce reductio ad absurdum in SM

First we'll consider reductio ad absurdum for minimal models.
We can realize that
a) minimal models does satisfy the reductio ad absurdum condition but
b) minimal models do not share the "stability" of SM,
so we obviously need something between (in the set meaning) minimal models and SM that will ensure the stability.

What does the statement a) mean?

For each program $P$, a set $S$ and an atom $x$ holds:
if $P \cup S \cup x \vdash \perp$ then
no minimal model $M \supseteq S$ exists so that $x \in M$.
or similarly for $\neg x$
if $P \cup S \cup \neg x \vdash \perp$ then
for every minimal model $M \supseteq S$ holds $x \in M$.

The reader probably noticed we are using the symbol $\vdash$ in two slightly different meanings: In the former relation as "by using derivation rules" and in the latter in form $\vdash \perp$ as "is not a model". I think there is an analogy: In the logic we can think of $T \vdash \perp$ as " $T$ is not consistent". Moreover we can think about $\vdash$ used in connection with (minimal) models of a program $P$ as "by using rules of $P$ ". We can think of the rules as of implications. Due to the transitivity of implication, we could translate this as $\vdash \equiv \bigcup_{i>0} \rightarrow^{i}$.

And what does it mean "the stability" (in the b) statement)?

We will continue with the analogy. When in minimal models we are using $\rightarrow$ as a basic inference rule, in Stable models this is different. The basic operator is $\Gamma^{2}$. We will see this operator is important in the definition of Revised Stable Models.

Finally, we need some condition to ensure that reductio ad absurdum does not play against us. This condition we can formulate in this informal way: For each consistent $S$, when we add a new atom, it will not broke the consistency. More formally it is formulated in the next chapter in the definition of RSM.

### 2.6 Examples

Taken over from [13].

### 2.6.1 Minimal Models which are not "stable"

$a \leftarrow \sim b$
$t \leftarrow a, b$
$k \leftarrow \sim t$
$b \leftarrow \sim a$
$i \leftarrow \sim k$
The minimal models are: $\{a, k\},\{b, k\},\{a, t, i\},\{b, t, i\}$. The second two are suspect: how we can say $t$ is true, when the rule for $t$ is not applicable, because $a, b$ are never true at the same time? Said in another way, we cannot get $\{a, t, i\},\{b, t, i\}$ by iteration of $\Gamma$.

### 2.6.2 Another example

$a \leftarrow \sim a$
$b \leftarrow \sim a$
$c \leftarrow \sim b$
$d \leftarrow \sim c$
$e \leftarrow \sim e$
Here for the MM $\{a, b, d, e\}$ we cannot apply the second rule and get so the atom $b$. Intuitively we feel we have to take care about such situations. Formal definition we show in the next chapter.
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## Chapter 3

## Revised Stable Models

Definition 1 (Gelfond-Lifschitz $\Gamma_{P}$ operator [9]). Let $P$ be a NLP and I a 2-valued interpretation. The GL-transformation of $P$ modulo $I$ is the program $P / I$, obtained from P by performing the following operations: - remove from $P$ all rules which contain a default literal $\operatorname{not} A$ such that $A \in I$

- remove from the remaining rules all default literals

Since $P / I$ is a definite program, it has a unique least model $J$ : Define $\Gamma_{P}(I)=J$.
Definition 2 (Stable Models). Stable Models are the fixpoints of $\Gamma_{P}$.
As a shorthand notation, let $W F M(P)$ denote the positive atoms of the Well-Founded Model of P , that is $W F M(P)$ is the least fixpoint of operator $\Gamma_{P}^{2}$ [14], i.e. $\Gamma_{P}$ applied twice.

We will now define Revised Stable Models. The definition comes from the paper [13]. First we introduce the notion of sustainability.
Definition 3 (Sustainable Set [13]). Intuitively, we say a set $S$ is sustainable in a NLP $P$ iff any atom $a$ in $S$ does not go against the well-founded consequences of the remaining atoms in $S$, whenever, $S \backslash\{a\}$ itself is a sustainable set. The empty set by definition is sustainable. Not going against means that atom $a$ cannot be false in the Well-Founded Model of $P \cup$ $S \backslash\{a\}$, i.e., $a$ is either true or undefined. That is, it belongs to set $\Gamma_{P \cup S \backslash\{a\}}(W F M(P \cup$ $S \backslash\{a\})$ ). Formally, we say $S$ is sustainable iff

$$
\forall_{a \in S} S \backslash\{a\} \text { is sustainable } \Rightarrow a \in \Gamma_{P \cup S \backslash\{a\}}(W F M(P \cup S \backslash\{a\}))
$$

If $S$ is empty the condition is trivially true.
The definition of Revised Stable Model is the following
Definition 4. Revised Stable Model ([13])
Let $R A A_{P}(M)=M-\Gamma_{P}(M) . M$ is a Revised Stable Model of a NLP $P$, iff:

1. $M$ is a minimal classical model of $P$, with $\sim$ interpreted as classical negation
2. $\exists_{\alpha \geq 2} \Gamma_{P}^{\alpha}(M) \supseteq R A A_{P}(M)$
3. $R A A_{P}(M)$ is a Sustainable Set

### 3.0.3 Good properties of Revised Stable Models

The paper [13] describes other good properties of Revised Stable Models: relevance, cumulativity, and existence. Description of the first two is out of scope of this work. The existence property means that each program has a Revised Stable Model.

### 3.0.4 Sustainability notion

The notion of sustainability is at the core of the Revised Stable Models definition. We require that the $R A A_{P}(M)$ for a given interpretation $M$ to be Sustainable in order for $M$ to possibly be a Revised Stable Model of $P$ (this corresponds to the third condition of the definition of Revised Stable Model).

When we thoroughly analyze the meaning of the $R A A_{P}(M)$ set we understand that it is the subset of atoms of $M$ which are necessary by reductio ad absurdum reasoning in $P$, under the context of the remaining atoms of $M$, i.e., $M-R A A_{P}(M)=\Gamma_{P}(M)$.

As seen in [13], reductio ad absurdum reasoning is required in only two cases: when Odd Loops Over Negation and/or Infinite Chains Over Negation are present in the Normal Logic Program $P$. As explained in [13], in a normal logic program, we say we have a loop when there is a rule dependency call-graph path that has the same literal in two different positions along the path - meaning that the literal depends on itself. An Odd Loop Over Negation (OLON) is a loop such that the number of default negations in the rule dependency graph path connecting the same literal at both ends is odd.

## Example 5. Example of an Odd Loop Over Negation

Let's have the following program:
$x \leftarrow \sim x$
$a \leftarrow \sim b$
$b \leftarrow \sim c$
$c \leftarrow \sim a$

In this program we have two Odd Loops Over Negation: the first one is an OLON over $x$ ( $x$ directly depends on $\sim x$ ), and the other is an OLON over the three atoms $a, b$, and $c$ (each one of $a, b$, and $c$ depends on its own negation through the two other atoms - there is an Odd number of Default Negations in the dependency graph from $a$ to $a$, from $b$ to $b$ and from $c$ to $c$ ).

The reader can check that the computation of Revised Stable Model complies with the intuition we used in examples in the previous chapter.

### 3.1 More about sustainability ${ }^{1}$

The notion of sustainability is difficult to track, because its definition is recursive ${ }^{2}$. Now I will try to help reader to understand this concept in an imaginative way of lattice-like diagrams. I have used this visualization during my work and it helped me to understand the concept. I have been also able to find a counterexample to a conjecture/belief about sustainability held by original authors of RSM.

### 3.1.1 Visualization of sustainability

Figure 3.1.1 is an image of all subsets of the set of atoms of a program. The sets are arranged in a hierarchical way, forming so called "power lattice". The downwards direction means "subset of", the direction upwards is the direction of "superset of".
Edges connecting the circles are colored in two ways, depending on the condition $a \in$ $\Gamma_{P \cup S \backslash\{a\}}(W F M(P \cup S \backslash\{a\}))$ from the definition of sustainability. The $a$ in the condition is the atom which we have to add to the subset to gain the superset. The gray circle means that the set is sustainable.
Now we can formulate the definition sustainability in a graphical, more imaginable way: A circle is gray, if all its gray children are connected with him by a black line.

### 3.1.2 Special cases of sustainability

Let's look at the figure 3.1.2. Here is an example of sustainable set, $\{a, b, c\}$. This set is sustainable, because none of the sets $\{a, b\},\{b, c\},\{a, c\}$ is sustainable. We cannot find a path ("going through black lines and gray circles") from the empty set to $\{a, b, c\}$. It is an example of sustainable set, which can never be $\operatorname{RAA}(M)$ for some Revised Stable Model $M .{ }^{3}$
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(a) The visualization
$a \leftarrow \sim a$
$b \leftarrow \sim a$
$c \leftarrow \sim b$
$d \leftarrow \sim c$
(b) The program

Figure 3.1: Lattice-like sustainability visualization for a program


Figure 3.2: Special case of sustainability

## Chapter 4

## Complexity issues

### 4.1 Standard complexity questions

When we ask for complexity in logic programming, we usually think about fourt typical basic problems. Their formulation follows:

Complexity checking. Decide, whether the given set of atoms is a model of the program.
Problem Q1. Decide, whether the given program has a model.
It has been shown that every program has a rSM [13]. So this problem is trivial. (Compare with Stable models, where this question is NP-complete [7]).

Problem Q2 (Brave reasoning). Decide, whether the given program has a model in which a given literal is true.

Problem Q3 (Cautious reasoning). Decide, whether in all models of a given program is the given literal true.

### 4.1.1 Brave reasoning

It has been shown that for SM, brave reasoning problem is NP-complete [10].
We cannot use the proof of NP-hardness of Q2 for SM to prove NP-hardness of Q2 for rSM, because the proof (reduction from kernel of graph) is based on non-existence of SM of program with OLON. But we can construct another proof - reduction from 3SAT.

Lemma 6. Problem Q2 for revised stable models is NP-hard.
Proof. Let's have instance of 3 SAT, a formula $E$, and suppose we have an oracle which solves $Q 2$ in polynomial time. From formula $E$ we construct a program $P$, so that $P$ will have a rSM where the atom satisfiable will be true, iff $E$ is satisfiable. Construction is as follows:
$E$ is 3SAT, so it is a conjunction of disjuncts:
$E=D_{1} \wedge D_{2} \wedge \ldots \wedge D_{n}$
Program $P$ :
Create atom falsum, and for each atom $x$ in $E$ create atoms $x$ and notx.
For each $x$, add two rules of form:
$x \leftarrow \sim \operatorname{not} x$ (1)
not $x \leftarrow \sim x$ (2)
and for each disjunct $D_{i}=\left(l_{1} \vee l_{2} \vee l_{3}\right)$ add rule
falsum $\leftarrow \operatorname{not}\left(l_{1}\right), \operatorname{not}\left(l_{2}\right), \operatorname{not}\left(l_{3}\right)(3)$
where $\operatorname{not}(l)$ transforms a literal to its "opposite", i.e. $\operatorname{not}(x)=\operatorname{not} x$, and $\operatorname{not}(\operatorname{not} x)=x$.

Finally add a rule
satisfiable $\leftarrow \sim$ falsum (4)

Obviously this transformation can be done in polynomial time. Now we show that $P$ has a model where satisfiable is true, if $E$ is satisfiable. Suppose $E$ is satisfiable, let $A$ be the satisfying assignment. So model $M$, where
satisfiable $\in M, \sim$ falsum $\in M$, and for each $x: x \in M \leftrightarrow x=\operatorname{true} \in A$, notx $\in M \leftrightarrow$ $x=$ false $\in A$ (which is "semantically equivalent" to satisfying valuation $A$ ) is rSM.

Suppose $P$ has a rSM $M$, where satisfiable is true. For each of literals $x$, notx exactly one is true (because of rules of form (1), (2)). It must hold that falsum is false (because we have only rule (4) with satisfiable in head), and therefore all rules of form (3) are not applied - their bodies are false. Now suppose an assignment $A$ for $E$, where each atom $x$ in $E$ is true or false according to if $M$ contains $x$ or notx. Each of disjuncts $D_{i}$ is satisfied in $A$ (because no body from rules (3) is true). So whole $E$ is satisfied.

### 4.2 Complexity of model checking

### 4.2.1 Preliminaries

It has been shown [3] that minimal model checking is coNP-complete.
Theorem 7. Given a model $M$ and a program $P$, it is coNP-complete to decide, if $M$ is a minimal model of $P$.

From the definition of stable models it follows that stable model checking can be done in polynomial time. Formally

Theorem 8. Given a model $M$ and a program $P$, it the problem if $M$ is a stable model of $P$ is in $P$.

Proof. See [9].
Now we analyze model checking for Revised Stable Models. We can use the existing implementation described in [12].

Theorem 9. Given a model $M$ and a program $P$, it the problem if $M$ is a Revised Stable Model of $P$ is in $P$.

## Proof. Model checking

1. Get model $M$.
2. Preprocess program $P$ and break OLONs, with respect to $M$, to get preprocessed program $P^{\prime}$.
3. Test if Stable Model of $P^{\prime}$ is $M$.

The second step is done by meta-interpreter (see [12] for Prolog implementation) and it takes polynomial time (if we have given $M$ ). ${ }^{1}$
Third step can be done in polynomial time (as shown in [9]).
Now we can prove that Q2 for rSM are solvable in NP:

Lemma 10. Problem Q2 for revised stable models is in NP.
Proof. We can write nondeterministic program to compute Q2 in polynomial time.

## Nondeterministic program for Q2

1. Guess some model $M$.
2. Check if $M$ is Revised stable model of $P$ according to Theorem 9 .
3. Test if the given literal is in $M$.

All steps can be done in polynomial time.
Corollary 11. Problem Q2 for revised stable models is in NP-complete.
Proof. Follows from Lemma 6 and Lemma 10.
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### 4.3 Cautious reasoning

It has been shown that for SM, cautious reasoning is coNP-complete [11]. Because it's complementary problem to Q2, it holds for rSM, too:

Theorem 12. Problem Q3 for rSM is coNP-complete.

### 4.4 Compilability issues

### 4.4.1 Motivation

Questions from this section are inspired by [4]. Basic idea is: If we can speed up solving of problems by a pre-compilation, it has a practical value. On the other hand, if the representation of a task in NLP cannot be compiled in this way, we can interpret this as a "very compact" representation, and the intractability is the price we must pay for compactness.
Structure of the problem:

- fixed part (NLP program $P$ )
- variable data (atom, other program, ...)
- question (task)

We can compile the fixed part to anything usable (but of a polynomial size). Compilation may take any time. Now the question is, if solving of problem (with the help of precompiled results) takes a polynomial time w.r.t. to size of variable data.

### 4.4.2 Interesting Questions/Tasks

The fixed part of the problem is a NLP program $P$. Some of the possibilities what can be the task and what can be the varying part of the problem, are in the following table:

| problem | variable data | question/task |
| :---: | :---: | :--- |
| 0 | $M$ | $\operatorname{rSM}(M, P) ?$ |
| 0 b | $\varnothing$ | give any model of $P$ |
| 1 | $a$ | is there $\mathrm{rSM} M, a \in M ?$ |
| 1 b | $a$ | is $a$ in all $\mathrm{rSMs} ?$ |
| 2 | $P^{\prime}$ | $\exists M: \operatorname{rSM}(M, P) \wedge \operatorname{rSM}\left(M, P^{\prime}\right)$ |
| 2 b | $P^{\prime}$ | get any such $M, \operatorname{rSM}(M, P) \wedge \operatorname{rSM}\left(M, P^{\prime}\right)$ |
| 3 | $P^{\prime}, a$ | $\exists M: \operatorname{rSM}(M, P) \wedge \operatorname{rSM}\left(M, P^{\prime}\right) \wedge a \in M$ |
| 3 b | $P^{\prime}, a$ | $\forall M: \operatorname{rSM}(M, P) \wedge \operatorname{rSM}\left(M, P^{\prime}\right) \wedge a \in M$ |

Problems 0, 0b, 1, 1b are similar to problems from first section. Problem $\mathbf{0}$ can be solved by the algorithm from the proof of Lemma 2 in polynomial time even without a
pre-compilation. Problem 0b can be solved by implementation [12] without compilation in NP, or can be solved trivially by precompiling some model of $P$ and then can we give this answer in $O(1)$.
Problems 1, 1b can be solved by precompiling the answer (true, false) to each atom (in the compilation we can afford computing all models).

Theorem 13. Problems 2, 2b, 3 are NP-complete (and therefore not effectively compilable).

Proof. Membership can be drawn from Lemma 2. We will show hardness by reduction from 3SAT. We will use P as a some kind of "filter" to get off "uncomfortable models" of program $P^{\prime}$. We construct $P$ in a way so it will have $2^{n}$ models: For each atom $x$, we add two rules of the form:
$x \leftarrow \sim$ not $x$
not $x \leftarrow \sim x$
and a rule
satisfiable $\leftarrow \sim$ falsum
Now this program has $2^{n}$ models, independent combinations of either $x$ or notx, and atom satisfiable belongs to all of its models. We can now construct $P^{\prime}$ in way similar to one in the proof of Lemma 1, and again reduce 3SAT to existence of model (problems 2, $\mathbf{2 b}$ ) or brave reasoning (problem 3). Note that way of pre-compilation is not relevant.

Theorem 14. Problem 3b is coNP-complete.
Proof. Problem 3b is the complement of $\mathbf{3}$.

## Chapter 5

## Another complexity results

During the work on this theme, we have tried several ways how to describe sustainability. Although those ways have shown themselves unusable, some interesting results remained. I wish to present here such a result. To the the best of my knowledge, it has not appeared before in the literature.

### 5.1 Computing intersection of all $\Gamma^{i}$

Suppose we want compute the result of $\bigcap_{0 \leq i<\omega} \Gamma_{P}^{i}(M)$. Direct computation of this intersection is too slow. After finite number of iterations, we get a loop $\left(\Gamma_{P}^{i}(M)=\Gamma_{P}^{j}(M)\right.$ for some $i, j$ ). However, the the loop can occur too late (if program has OLONs), as is shown by following example.

Example 15. The program:
$a_{11} \leftarrow \sim a_{12} \quad a_{12} \leftarrow \sim a_{11}$
$a_{21} \leftarrow \sim a_{22} \quad a_{22} \leftarrow \sim a_{23} \quad a_{23} \leftarrow \sim a_{21}$
$\vdots$
$a_{i 1} \leftarrow \sim a_{i 2} \quad a_{i 2} \leftarrow \sim a_{i 3} \quad \cdots \quad a_{i p_{i}} \leftarrow \sim a_{i 1}$
$\vdots$
$a_{n 1} \leftarrow \sim a_{n 2} \quad a_{n 2} \leftarrow \sim a_{n 3} \quad \cdots \quad a_{n p_{n}} \leftarrow \sim a_{n 1}$
where $p_{i}$ is $i$-th prime, has size of $\sum_{0 \leq i \leq n} p_{i}$, but loop occurs first in $\prod_{0 \leq i \leq n} p_{i}$.

Now we focus on some useful properties of $\Gamma$ operator (from [1], [6]):

Theorem 16 (Antimonotonicity of $\Gamma$ ). $A \subseteq B \Rightarrow \Gamma(A) \supseteq \Gamma(B)$
Proof. If $A \subseteq B$, then $P / A \supseteq P / B$, and because $P / A$ and $P / B$ are definite programs, their least models must satisfy the same condition, so $M(P / A) \supseteq M(P / B)$.

Theorem 17 (Monotonicity of $\Gamma^{2}$ ). $A \subseteq B \Rightarrow \Gamma^{2}(A) \subseteq \Gamma^{2}(B)$
Proof. $\Gamma^{2}$ is $\Gamma$ applied twice. Using the previous theorem we get $A \subseteq B \Rightarrow \Gamma(A) \supseteq \Gamma(B) \Rightarrow$ $\Gamma(\Gamma(A)) \subseteq \Gamma(\Gamma(B))$.

Theorem 18 (Special property of $\Gamma$ for models). ${ }^{1}$ Let $M$ be a model. Then $\Gamma(M) \subseteq M$.
Proof. Theorem 3.1 in [6].
We see that in the sequence of iterations $M \supseteq \Gamma(M) \subseteq \Gamma^{2}(M) \supseteq \Gamma^{3}(M) \ldots$, we can leave out computing of every even iteration, and instead compute only $I=\bigcap_{i \text { odd }} \Gamma^{i}(M)=$ $\bigcap_{0 \leq i<\omega}\left(\Gamma^{2}\right)^{i}(\Gamma(M))$. Power sets of set of atoms forms a lattice, so we could use following theorem to end computation in polynomial time.

Definition 19 (Branch). Let $L$ be a lattice. Two elements $a, b \in L$ are said to be in one branch, if they are comparable $(a \leq b \vee a \geq b)$. The branch is set of the elements which are all comparable to each other (and none element can be added to them). The length of the branch is the number of elements in it. Branch is said to go through an element, if that element belongs to that branch.

Definition 20 (Maximum branching). Maximum number of branches going through a single element is maximum branching of the lattice.

Theorem 21 (Intersection of iterations of a monotonic operator in a lattice). ${ }^{2}$ Let $L(\bigvee, \bigwedge, \preceq, \perp, \top)$ be a lattice, with maximum branching $n$ and maximum branch length $m, \mathcal{F}: L \rightarrow L$ be a monotonic operator, and $M \in L$ be an element of the lattice. Then $I_{\mathcal{F}}(M)=\bigwedge_{0 \leq i<\omega} \mathcal{F}^{i}(M)$ can be computed in $2 \cdot n \cdot m$ steps (evaluations of $\mathcal{F}$ ) and holds $I_{\mathcal{F}}(M)=\bigwedge_{0 \leq i \leq 2 m n} \mathcal{F}^{i}(M)$.

Proof. For convenience denote $\mathcal{F}^{i}(M)=M_{i}$ (and $M=M_{0}$ ), and $I_{i}=\bigwedge_{0 \leq j \leq i} M_{j}$. Notation $A \not \approx B$ means $A, B$ are incomparable (i.e. holds none of $A \preceq B, A \succ B$ ).

Suppose we are computing iterations $M_{i}$ and intermediate results $I_{i}$ iteratively. We start from $I_{0}=M_{0}=M$. In each next step (i.e. in computing $(i+1)$-th iteration of $\mathcal{F}$ ), seven cases can occur (using case discrimination):
a) $M_{i+1}=M_{i}$ : We can stop immediately, with $I_{\mathcal{F}}(M)=I_{i}$.

[^4]b) $M_{i+1} \succ M_{i}$ : From the monotonicity of $\mathcal{F}$ we have $M_{i+1}=\mathcal{F}\left(M_{i}\right) \preceq \mathcal{F}\left(M_{i+1}\right)=M_{i+2}$, and by induction we obtain $\forall j, j \geq i: M_{j} \preceq M_{j+1}$. An increasing sequence of $M_{i} \prec M_{i+1} \prec M_{i+2} \prec \ldots$ cannot be longer than $m$, what means that in at most $m$ steps we get a fixpoint of $\mathcal{F}, M_{j}=M_{j+1}$ for some $j \leq m+i$, and then $I_{\mathcal{F}}(M)=I_{j}$.
c) $M_{i+1} \prec M_{i}$ : Similarly as above we obtain a decreasing sequence $M_{i} \succ M_{i+1} \succ$ $M_{i+2} \succ \ldots$, so we can end in at most $m$ steps.
d) $M_{i+1} \not \approx M_{i}$ and $M_{i+1} \bigwedge I_{i} \prec I_{i}$ : This means that intermediate result $I_{i}$ has decreased (to $I_{i+1} \prec I_{i}$ ). But a sequence of intermediate results can decrease only at most $\left|I_{i}\right| \leq$ $m$ times. (and then reach $\perp$ - in this case we can immediately end computation). So this situation can occur at most $m$ times in the whole computation.
e) $M_{i+1} \not \approx M_{i}$ and $M_{i+1} \bigwedge I_{i}=I_{i}$ and $^{\mathbf{3}} \forall j, k, i-r \leq j<k \leq i+1: M_{j} \not \approx \not M_{k}$, where $r$ is greatest such that in the last $r$ steps no one from cases a, b, c, d occurred: The condition $M_{i+1} \bigwedge I_{i}=I_{i}$ means that $M_{i+1} \succeq I_{i}$, so $M_{i+1}$ is in the same branch as $I_{i}$. The last condition means none of elements $M_{j}, M_{k}$ are in the same branch. But there are at most $n$ different branches going through $I_{i}$, so $r$ can reach at most $n-2$, and this step can successively repeat at most $n-1$ times.
f) $M_{i+1} \not \approx M_{i}$ and $M_{i+1} \bigwedge I_{i}=I_{i}$ and $^{4} \exists j, i-r \leq j<i: M_{j} \preceq M_{i}, r$ like in e): From the monotonicity of $\mathcal{F}$ we have $M_{j+l} \preceq M_{i+l} \Rightarrow M_{j+l+1}=\mathcal{F}\left(M_{j+l}\right) \preceq \mathcal{F}\left(M_{i+l}\right)=M_{i+l+1}$, what we can extend by induction on $l$ to $\forall l \in \mathbb{N}_{0}: M_{j+l} \preceq M_{i+l}$. Now we can substitute $l=k \cdot(i-j)$ to get $\forall k \in \mathbb{N}_{0}: M_{j+k \cdot(i-j)} \preceq M_{i+k \cdot(i-j)}=M_{j+(k+1)(i-j)}$. That leads us to the non-decreasing sequence
$$
M_{j} \preceq M_{j+(i-j)} \preceq M_{j+2 \cdot(i-j)} \preceq \ldots \preceq M_{j+k \cdot(i-j)} \preceq M_{j+(k+1) \cdot(i-j)} \preceq \ldots
$$

This sequence can have at most $m$ different elements, so in at most $m \cdot(i-j) \leq m \cdot n$ steps we reach $M_{r}=M_{s}$ for some $r<s<i+m \cdot n$. That is a loop and we can stop the computation with $I_{\mathcal{F}}(M)=I_{s}$.
g) $M_{i+1} \not \approx M_{i}$ and $M_{i+1} \bigwedge I_{i}=I_{i}$ and $\nexists j, i-r \leq j<i: M_{j} \preceq M_{i}$ and $^{5} \exists j, i-r \leq$ $j<i: M_{j} \succeq M_{i}, r$ like in the case e: Similar as in f).

In the cases $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{f}, \mathrm{g}$ we can immediately limit number of steps needed to compute the result. It means when the computation in some step $i$ reaches one of these cases, number of steps could be limited by $i+n \cdot m$. Other two cases ( $\mathrm{d}, \mathrm{e}$ ) can alternate at most $n \cdot m$ steps, then the computation will reach the end (in d when $I_{i}=\perp$ ) or one of $\mathrm{a}, \mathrm{b}, \mathrm{c}$, $\mathrm{f}, \mathrm{g}$ occurs. Therefore the whole computing takes at most $2 \cdot m \cdot n$ steps.

[^5]Remark 22. Because of the nature of lattices, it would be possible to compute the join of iterations, too: $J_{\mathcal{F}}(M)=\bigvee_{0 \leq i<\omega} \mathcal{F}^{i}(M)=\underset{0 \leq i \leq 2 m n}{\bigvee} \mathcal{F}^{i}(M)$. Proof is similar.

Corollary 23. The result of $\bigcap_{0 \leq i<\omega} \Gamma_{P}^{i}(M)$ can be computed in polynomial time w. r. to size of $P$.

Proof. Let $n$ be number of literals (and that is equal to both maximal length of branch and maximal branching in lattice of interpretations). Denote operator $\mathcal{F}=\Gamma^{2}$. Evaluation of $\Gamma$ can be done in linear time, so evaluation of $\mathcal{F}$ is linear, too. Computing $I_{\mathcal{F}}(\Gamma(M))$ according to previous theorem is $2 n^{2}$ applications of $\mathcal{F}$ and therefore in time $2 n^{3}$. ${ }^{\mathbf{6}}$

[^6]
## Chapter 6

## Introducing reductio ad absurdum by transformations

### 6.1 Criticism of Revised Stable Models

The sustainability notion is the main reason of incomprehensibility of RSM. It is a complex concept which is not easily understandable. Next reason is the semantics. Although, we can eventually use a new semantics, programmers are used to the old. Therefore, it will take a long/difficult time to propagate the idea among others. I suggest to overcome these limitations by an alternative way: to use a transformation on top of existing SM semantics. This approach is presented in this chapter.

### 6.2 Removing OLONs

As Pereira and Pinto [13] recognized, the main problem of introducing reductio ad absurdum into SM, are OLONs (in general programs), and ICONs (in infinite/functional programs). They chose a high-level approach to resolving this issue by a new semantics - RSM. In this chapter we suggest a transformation inspired by thoughts of Pinto and his implementation of RSM, although in a generalized way: we do not limit ourselves to a particular definition of reductio ad absurdum, we can use RSM/MM semantics, or whatever of our choice. We will describe how to remove OLONs from the program and so enable use of stable models to gain a model. In practical use, we can have an ASP-solver to do it.

### 6.2.1 Transformation

1. Identify OLON
2. Compute the model of the subprogram (of the OLON) according to chosen way of computing reductio ad absurdum
3. Replace OLON by a new subprogram, which has the same semantics
4. Feed the whole program into Stable Models
5. If you introduced auxiliary atoms, filter them out

For the second step, we can use RSM or minimal models, or an another semantics of our choice, which will resolve OLON in the way we like. In the third step, we can use any way how to construct a program. For RSM, we can use this transformation:

Definition 24 (Breaking OLONs in Revised Stable Models). Let $x_{1}, \ldots, x_{n}$ be the atoms in the OLON. Then together with rules of the OLON, add extra rules:

```
x
x
\vdots
xi}\leftarrow~\mp@subsup{x}{1}{},\ldots,~\mp@subsup{x}{i-1}{},~\mp@subsup{x}{i+1}{},~\mp@subsup{x}{n}{
\vdots
x
```

We can see how the extra rules helps to "boot" the derivation of reductio ad absurdum.
For minimal models, or generally for any semantics, we can construct the program in a following way:
Create sufficiently enough new atoms $x_{1}, \ldots, x_{n}$ and create program which creates models by binary switching each atom on/off, i.e. $2^{n}$ models. We can think of each model as a representant for a binary number with length $n$, with its binary digit $i$ being 1 if $x_{i} \in M$ or 0 if not.
Now we can use each of those models to trigger a set of rules. Each set will introduce a model from the set of models of the OLON computed in step 2. If we have not used all of $2^{n}$ models (representatnts for numbers), we will invalidate them by using an integrity constraint to avoid an empty stable model.

Definition 25 (Breaking OLONs according to Minimal models semantics). Let $M_{0}, \ldots, M_{m}$ be minimal models of chosen OLON. Let $n=\left\lceil\log _{2}(m+1)\right\rceil-1$. Replace OLON rules by

$$
\begin{aligned}
& x_{0} \leftarrow \sim x_{0} \\
& x_{0} \longleftarrow \sim n x_{0}
\end{aligned}
$$

$\vdots$
$x_{n} \leftarrow \sim x_{n}$
$x_{n} \leftarrow \sim n x_{n}$
Let us use rule in form $M \leftarrow x$ to denote the set of rules $\{y \leftarrow x \mid y \in M\}$. Now add rules
$M_{0} \leftarrow \sim x_{0}, \sim x_{1}, \ldots, \sim x_{n}$
$M_{1} \leftarrow x_{0}, \sim x_{1}, \ldots, \sim x_{n}$
$\vdots$
$M_{i} \leftarrow\left\{x_{k} \mid k\right.$-th bit is set in binary representation of $\left.i\right\},\left\{\sim x_{k} \mid k\right.$-th bit is not set in $\left.i\right\}$ $\vdots$
$M_{m} \leftarrow x_{0}, x_{1}, \ldots, x_{n}$

### 6.3 Examples

original RSM transformation MM transformation

$$
\begin{array}{lll}
a \leftarrow \sim b & a \leftarrow \sim b & x_{0} \leftarrow \sim n x_{0} \\
b \leftarrow \sim c & b \leftarrow \sim c & n x_{0} \leftarrow \sim x_{0} \\
c \leftarrow \sim a & c \leftarrow \sim a & x_{1} \leftarrow \sim n x_{1} \\
& & x_{1} \leftarrow \sim n x_{1} \\
& a \leftarrow \sim b, \sim c & a \leftarrow \sim x_{0}, \sim x_{1} \\
& b \leftarrow \sim a, \sim c & b \leftarrow \sim x_{0}, \sim x_{1} \\
& c \leftarrow \sim a, \sim b & b \leftarrow x_{0}, \sim x_{1} \\
& & c \leftarrow x_{0}, \sim x_{1} \\
& & a \leftarrow \sim x_{0}, x_{1} \\
& & c \leftarrow \sim x_{0}, x_{1} \\
& & \text { falsum } \leftarrow x_{0}, x_{1}, \sim \text { falsum }
\end{array}
$$

The original program has no stable model. The program in the second column has stable models $\{a, b\},\{b, c\},\{a, c\}$ which corresponds to the first program's revised stable models. The program in the third column has stable models $\left\{a, b, n x_{0}, n x_{1}\right\},\left\{b, c, x_{0}, n x_{1}\right\},\left\{a, c, n x_{0}, x_{1}\right\}$. If we filter out the auxiliary atoms, it corresponds to the previous program (because in this case, minimal models and revised stable models are the same).

$$
\begin{array}{lll}
\text { original } & \text { RSM transformation } & \text { MM transformation } \\
a \leftarrow \sim b, \sim d & a \leftarrow \sim b, \sim d & x_{0} \leftarrow \sim n x_{0} \\
b \leftarrow \sim a & b \leftarrow \sim a & n x_{0} \leftarrow \sim x_{0} \\
b \leftarrow a, c & b \leftarrow a, c & x_{1} \leftarrow \sim n x_{1} \\
c \leftarrow \sim b, \sim c, \sim d & c \leftarrow \sim b, \sim c, \sim d & x_{1} \leftarrow \sim n x_{1} \\
d \leftarrow \sim a, b, \sim d & d \leftarrow \sim a, b, \sim d & b \leftarrow \sim x_{0}, \sim x_{1} \\
& & d \leftarrow \sim x_{0}, \sim x_{1} \\
& a \leftarrow \sim b, \sim c, \sim d & a \leftarrow x_{0}, \sim x_{1} \\
& b \leftarrow \sim a, \sim c, \sim d & b \leftarrow x_{0}, \sim x_{1} \\
& c \leftarrow \sim a, \sim b, \sim d & a \leftarrow \sim x_{0}, x_{1} \\
& d \leftarrow \sim a, \sim b, \sim c & d \leftarrow \sim x_{0}, x_{1} \\
& & \text { falsum } \leftarrow x_{0}, x_{1}, \sim \text { falsum }
\end{array}
$$

In this example, the original program has no stable model again. It has only Revised Stable Models, which are the same as stable models of the second program and that are: $\{a, b\},\{b, d\}$. The third program has three stable models, $\left\{b, d, n x_{0}, n x_{1}\right\},\left\{a, b, x_{0}, n x_{1}\right\},\left\{a, d, n x_{0}, x_{1}\right\}$, what after filtering corresponds to minimal models of the first program, $\{b, d\},\{a, b\},\{a, d\}$. The semantics of the Revised Stable Models and Minimal Models is not the same here.

### 6.4 Complexity of the transformation and computing semantics of the transformed program

### 6.4.1 Complexity of the Revised Stable Model transformation

We see that transformation can be done easily by adding rules for each of involved atoms. This can obviously be done in polynomial time. Checking of stable models can be done in polynomial time, too.

### 6.4.2 Complexity of the general transformation

Transformation can be done easily by adding rules and this can again be done in polynomial time. However, we have to compute each of the desired model. For minimal models this is an exponential time complexity. Checking of stable models can is then in polynomial time.

## Chapter 7

## Conclusions

### 7.1 Future work

### 7.1.1 Revised Stable Models with explicit negations

Maybe we can use the transformation proposed in the previous chapter in Definition 24 to introduce reductio ad absurdum into programs with explicit negations. We do not see a Principal problem to carry out this. However, no research in this direction was made and we consider this as an open problem out of scope of this work.

### 7.1.2 Investigate practical issues connected with introducing RSM

It will be nice to implement an user friendly module to compute Revised Stable Model semantics, like smodels package for Stable Model semantics. This will enable programmers to efficiently use reductio ad absurdum reasoning.

### 7.2 Others' work

A research concerning use of Revised Stable Model in dynamic logic programming is being done in CENTRIA ${ }^{1}$. Another research by Luís Rodrigues Soares is to provide a fixpoint definition of Revised Stable Models in so-called Revised Well-founded Semantics.

### 7.3 Epilogue

We have led the reader through the Revised Stable model semantics and its complexity. We presented examples, ideas, theorems and proofs of the topic, concentrating on the

[^7]complexity. We provided a useful by-product of the research in form of the algebraic theorem. For the convenience of the reader, we tried to visualize concepts in a graphical way.
Complexity of Revised Stable models is acceptable, because it is no worse as that of Stable Models. Together with reductio ad absurdum reasoning and other good properties it can overweight the more complex definition of the semantics and become a perspective for future logic programmers.
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## Abstract (english)

The theme of the work is to analyze the complexity of Revised Stable Models. Revised Stable models are a new semantics in logical programming, which brings a possibility of the so-called reductio ad absurdum reasoning, which was not possible in the stable models semantics. At the beginning, there are presented the preliminaries and a motivation for the semantics, its definition and an intuitive explanation and visualization. Next come the analyze of the complexity and a free algebraic follow-up which describes the complexity of computing intersection of iteration of a monotonic operator in the lattice. An alternative view of the semantics is drawn, which offers a possibility to introduce the reductio ad absurdum into stable models by using a transformation of the program. The work concludes with an outline of possible future research themes.

Keywords: logic programming, semantics, Stable Models, reductio ad absurdum, complexity, lattice

## Abstrakt (slovenský)

Práca sa zaoberá skúmaním zložitosti revidovaných stabilných modelov. Revidované stabilné modely sú nová sémantika v logickom programovaní, ktorá prináša možnost odvodzovania za pomoci argumentácie cez tzv. reductio ad absurdum, ktorú sémantika stabilných modelov neumožňuje. Na začiatok sú vysvetlené východiská a motivácia pre zavedenie sémantiky, jej definícia a intuitívne objasnenie a znázornenie. Nasleduje analýza zložitosti, na ktorú vol̆ne nadväzuje algebraický výsledok, popisujúci zložitosť počítania prieniku iterácií monotónneho operátora na zväzoch. Je načrtnutý alternatívny pohľad na sémantiku revidovaných stabilných modelov, kde sa ponúka možnost zavedenia reductio ad absurdum do stabilných modelov cez transformácie programu. Prácu uzatvára prehľad možného pokračovania výskumu v tejto oblasti.

Kľúčové slová: logické programovanie, sémantika, stabilné modely, reductio ad absurdum, zložitosť, zväz


[^0]:    ${ }^{\mathbf{1}}$ The mentioned three Bratislava gay clubs are Barbaros at Vysoká 20, Kráter at Vysoká 14 and Apollon at Panenská 24.

[^1]:    ${ }^{2} \Gamma_{P}(M)=M(G L(P, M))-$ the least model of GL-transformation of $P$ modulo $M$

[^2]:    ${ }^{\mathbf{1}}$ All graphs in this section all plotted by graphviz package, see [8]
    ${ }^{2}$ I personally consider this complex notion the main barrier for conveying the idea of RSM among experts.
    ${ }^{3}$ This is intuitively clear. We tried to prove the conjecture, that for every $\operatorname{rSM}(M)$, the $\operatorname{RAA}(M)$ set has to have such a path but we have not finished the formal proof as of the time.

[^3]:    ${ }^{1}$ For a careful proof, we would have to first proove soundness and completness of the implementation, and then expose it to time analysis. This would be impossible without providing the source code of the implementation and this is out of scope of this work. We can however use an alternative way which does not require an analysis of the source code, but uses a simple transformation of the program. This attitude is described in Chapter 6.

[^4]:    ${ }^{\mathbf{1}}$ This theorem is not absolutely necessary now. We could use Theorem 21 (page 20) to compute intersection of odd and intersection of even iterations of $\Gamma$ separately See footnote 6 on page 22 .
    ${ }^{2}$ I made this theorem more general. It would be sufficient to assume a power set lattice.

[^5]:    ${ }^{3}$ Following condition implies first condition $\left(M_{i+1} \not \approx \not M_{i}\right)$, but for the purpose of case discrimination is the first condition presented separately.
    ${ }^{4}$ First two conditions are presented only for the purpose of case discrimination and are not used.
    ${ }^{5}$ Again case discrimination, interesting is only the last condition.

[^6]:    ${ }^{6}$ Here we can avoid using the trick of Theorem 18 (page 20) and compute directly $I=I_{\mathcal{F}}(M) \cap$ $I_{\mathcal{F}}(\Gamma(M))$. This will work for some $M$ which does not have to be a model, too.

[^7]:    ${ }^{1}$ Centro de Inteligência Artificial - Centre for Artificial Intelligence, Departamento de Informática, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal http://centria.di.fct.unl.pt

