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Entity Disambiguation: The Task
Woods is returning to the East Coast after winning the golf tournament in the UK.



Entity Disambiguation: The Task
Woods is returning to the East Coast after winning the golf tournament in the UK.

Mention Candidates

Woods Wood, Forest, Tiger_Woods

East Coast
East_Coast_of_the_United_States, 

National_Express_East_Coast, 
Eastern_states_of_Australia

golf Golf, Volkswagen_Golf, Golf_(video_game)

UK United_Kingdom, Ukrainian_language



Entity Disambiguation: The Task

Image from: https://openai.com/blog/discovering-types-for-entity-disambiguation/



Entity Disambiguation: The Task



Entity Disambiguation: Probabilistic Model

Conditional probability model:

𝑝(𝙚|𝙢,𝙘)

Maximum a posteriori:

𝖥(𝙢,𝙘) ꞉= 𝑎𝑟𝑔𝑚𝑎𝑥 𝑝(𝙚’|𝙢,𝙘)



Long vs. Short Documents
● A lot of data (long context, entity 

co-occurence statistics, …)
● Highly competitive 

state-of-the-art systems
● E.g. Wikipedia:

● Short, subjective context
● ~1.5 mentions per document
● Non-unified research
● Results leave out space for 

improvement
● E.g. Twitter:



Candidate Selection

● Mention-entity probability distribution: 
○ based on Wikipedia and YAGO

● Top 30 potential entity candidates
● Top 4 based on 𝑝(𝘦|m)
● Top 3 based on the local context-entity similarity:
● Only mentions with entities in the KB



Local and Global Models

Local:

Global:



Entity Embeddings

(Ganea & Hofmann, 2017)



Local Model

Support score:

Hard pruning:

Softmax:

Context-based 
local score:



Local Model

Unary score:

(Ganea & Hofmann, 
2017)



Pairwise score

Pairwise score:

Relation score:

Normalized score:

Normalization factor:

(Le & Titov, 2018)



Global Model

Global model:

Potentials:



Global Model

Marginals:

(Ganea & Hofmann, 2017)



Model Training

Final score:

Margin loss:



Statistics and Representation
● Entity-mention probability map 𝑝(𝘦|m) based on Wikipedia (Feb, 2014)
● Pre-trained Word2Vec (Mikolov, 2013) in local model
● Pre-trained GloVe (Pennington, 2014) in global model
● Pre-trained entity embeddings (Ganea & Hofmann, 2017) based on Wikipedia 

(Feb, 2014)
● All embeddings: dim = 300



Data: Long Documents



Data: Short Documents



Experiments: AIDA Corpus



Experiments: Tw Corpus



Experiments: Microposts2016 Corpus

∗Microposts2016    
data with only 
∼54% of mentions.



State of the Art



State of the Art



State of the Art



Discussion



Thank you



Conditional Random Field

(Lafferty, J., McCallum, A., & Pereira, F. C., 2001)

CRF(X,Y): 


