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Prehlad

« Historia a motivacia, monoprogramovanie,

« (seky pevnej a premenlivej diZky, fragmentacia,
« strankovanie, segmentacia,

* logicky adresovy priestor procesu, preklad logickej adresy na fyzicka,
« tabulka stranok a jej realizacia,

« vypadok stranky,

 algoritmy vyberu obete,

e swapovanie,

« page cache/buffer cache,

 malloc, overcommit, OOM killer,

« hierarchicky pamatovy systém, principy lokality.
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Pamat bez swapovania




Monoprogramovanie

« Povodne bol v pamati len jeden program — monoprogramovanie.

- Celd (fyzick() pamat vyuZival len jeden program a operacny system (ROM).

- Najjednoduchsia forma spravy pamate.
« Nerobili sa Ziadne vymeny (swapping) obsahu na sekundarne médium.

- Pokial sa program do pamate nezmestil, programator ho mohol rozdelit (overlay).
« Kazdy program sa zavadzal na ti ist( adresu (relokacia nebola potrebna).
* Ochrana pamate OS - zavedenie OS s kazdou Glohou, OS v ROM, podpora HW.
« Napriklad: kedysi MS DOS, dnes mozno jednoduché vnoreneé systémy.

* Program zavedeny do pamate sa vyonaval az kym sa neukoncil, alebo kym nebol
zablokovany vstupno-vystupnou operaciou.

- Procesor bol teda pocas cakania na dokoncenie V/V nevyuzity.

* Snaha o umiestnenie viacerych programov do pamate bola motivovana zvySovanim
vyuzitia procesora.
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Multiprogramovanie

» Pamit bola pri Starte OS rozdelena na viacero tsekov pevnej dizky (segmenty),
mohli byt aj rozne velké. Ich pocet sa nemenil (len pri Starte).

* Novemu procesu sa prideli najmensi vhodny volny Usek.

* Problémom je interna fragmentacia - program nemusi vyuzit vSetku pridelend
pamat. Tato Cast pamate je teda nevyuzita, ale alokovana.

 Relokacia je potrebna v case zavadzania (preklad adries, alebo nastavenie
bazového registra na zaciatok prideleného Gseku).

» Ochrana pred vzajomnym pristupom moze byt realizovana registrom pre limit.
« Kazdy usek moze mat vlastny rad ¢akajucich programov. Alebo moze byt jeden

e Www

« Z pohladu jedného Useku pamate sa vyuzivalo stale monoprogramovanie.
« Napriklad: IBM System/360 (MFT - Multiprogramming with Fixed number of Tasks).
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Multiprogramovanie

« Nowy proces sa prida do OXFFFF..

radu podla pozadovanej

velkosti. —> Partition 3
* Jednotlivé rady su

obsluhované FCFS.
* Procesorovy Cas sa deli

medzi ulohy v pamati. — Partition 2

—> Partition 1

s ]
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Priklad: Multiprogramovanie

* Nech kazdy proces v priemere polovicu ¢asu ¢aka na vstupno-
vystupni operaciu. Ako sa zmeni vyuzitie procesora, ak budu
v systéme Styri procesy?
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Priklad: Multiprogramovanie

* Nech kazdy proces v priemere polovicu casu ¢aka na vstupno-vystupnu
operaciu. Ako sa zmeni vyuzitie procesora, ak budu v systéme Styri procesy?

* Pravdepodobnost ¢akania na V/V: p = 0.5

 \lyuZitie procesora - pravdepodobnost, Ze procesor nieco robi (u =1-p).
* Prejeden program:u,=1-p=0.5

* Pravdepodobnost, Ze vSetkych n procesov caka stcasne: pn = 0.54 = 1/16
 Vyuzitie pri n procesoch: u,=1-pn=1-1/16 = 0. 938

« Vyuzitie procesora pri jednom procese je 50% a pri Styroch procesoch bude
93.8%.

« Prakticky to bude menej, lebo napriklad aj OS spotrebuje nejaky cas na
prepinanie procesov.
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Pamat so swapovanim
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Multiprogramovanie s isekmi premenlivej dlzky

« Preslvanie celého procesu medzi hlavnou pamatou a diskom sa nazyva vymena
(swapovanie).

« Useky prementlivej dizky - velkost a teda aj pocet jednotlivych Gsekov pamite sa
za behu meni. Umiestnenie segmentu tiez.

« Virtualne aj fyzické adresy Gseku su savislé (jeden blok).

« Program vSak moze byt presunuty na iné miesto. Potrebna je relokacia za behu.

« Interna fragmentacia je premenlivou diZkou pridelovanych Gsekov eliminovana.

« Volna pamat sa postupne rozdrobi uvolnenymi usekmi.

« Nevyuzité (malé) Gseky pamate medzi pridelenymi Gsekmi - externa fragmentacia.

« Napriklad: IBM 0S 360 MVT (Multiprogramming with Varying number of Tasks), PDP-
10 OS.
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Externa fragmentacia

« Volna pamat je rozdrobena na malé casti medzi obsadenymi usekmi.
« Nevyuzitelna volna pamat je mimo alokovanych oblasti.
« Casom mdZe nastat situacia, Ze uz nie je mozné obslizZit prichadzajice
poziadavky, hoci v sucte je volnej pamate dost.
* RieSenie:
- Kompaktifikacia (kondenzacia) pamate — obsadené Gseky sa presuni vedla seba
a volné miesto sa zluci do jednéeho bloku.
* Preslva sa cela alokovana pamat, je to prilisS narocnée.

- Vymena (swap) - jeden proces sa (docasne) odloZi na disk, aby sa mohol zaviest
novy. Odklada sa cely proces, zabera suvisly Usek pamate.

« Ktory sa vyberie? Dlho necinny (zablokovany). Dlho v pamati.

* Oba pristupy tiez umoznuju aby sa segment za behu zvacsoval.
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Priklad: Externa fragmentacia

A = alloc(160k)

B = alloc(100k)

C = alloc(200k)

free(B)

Compaction
D = alloc(120k)

Swap out A
D = alloc(120k)
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Free 500 kB

Free 340 kB

Free 240 kB

Free 40 kB

Free 150 kB

Free 30 kB

Free 80 kB
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Priklad: Kondenzacia

- Systém s IMB pamate robi kondenzaciu jedenkrat za sekundu.
Prenos jedného bajtu trva 0.5 mikrosekundy. Priemerna dlzka
volneho bloku je 0.4 krat velkost priemerneho prideleneho useku.
Aka Cast procesoroveho casu sa spotrebuje na kondenzaciu? Ako
casto treba robit kondenzaciu, aby sa nespotrebovalo viac ako 10%
procesorového casu?
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Priklad: Kondenzacia

« Systém s TMB pamate robi kondenzaciu jedenkrat za sekundu. Prenos jedneho bajtu
trva 0.5 mikrosekundy. Priemerna dizka volného bloku je 0.4 krat velkost
priemerneho prideleného Useku. Aka Cast procesorového casu sa spotrebuje na
kondenzaciu? Ako casto treba robit kondenzaciu, aby sa nespotrebovalo viac ako
10% procesoroveho casu?

« Kapacita pamate - celkova M. = TMB, volna M,, obsadena M,
- Plati: M =M, + My, M, = 0.4 -M, > My =M,/ 1.4=]|210/ 1.4 | =748982 B
 Doba prenosu
- jeden bajt: t, = 0.5 ps,
- celkovo:t=M,-t,=748982-0.5- 106 = 0.375 s.
« Perioda kondenzacii T = 1s, z toho kondenzacia zaberie t / T, o predstavuje 37.5 %.
e 10% >100%-t/T > T=100-0.375/10=3.755s

« Aby kondenzacia zabrala maximalne 10% casu, moze sa robit kazdych 3.75 s.
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Stratégie alokacie
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Evidencia pridelenych a volnych blokov

« Operacny systém musi vediet, ktoré c¢asti pamate su volné a ktoré obsadene.
 Bitové mapy (tabulky)
- Kazda cast (alokacna jednotka) ma v tabulke binarny zaznam, volna/obsadena.

- Cim mensie bloky, tym efektivnejsie sa pamat vyuZiva (zaplnenie posledného
bloku, interna fragmentacia). Zaroven rastie velkost tabulky.

- Pri novej poziadavke je potrebné prehladavat tabulku a najst savislu
postupnost nul, zodpovedajicu velkosti poziadavky.

- Prehladavanie tabulky je drahé.
« Zoznamy segmentov (volny/obsadeny, zaciatok, velkost)

- Moze byt usporiadany podla adries. Pri uvolnovani sa lahko najdu sesedia a
zlGcia sa. Vyhodnejsi moze byt dvojito zretazeny zoznam.

- Pri alokacii sa najde dostatocne velky segment a rozdeli sa.
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Algoritmy alokacie blokov pamate

e First fit (FF)
- Prehladava zoznam a pouzije prvy volny segment s dostatocnou velkostou.
- Rychly, jednoduchy.
« Next fit (NF) — alebo tiez Circular First Fit, nezacina vzdy od zaciatku.
* Best fit (BF)
- prehladava cely zoznam a pouzije volny segment s najblizSou velkostou.
- Vytvara vela velmi malych a teda nepouzitelnych volnych blokov.
« Worst fit (WF)
- prehladava vzdy cely zoznam, pouzije volny segment ktory vytvori najvacsi volny blok.
- Pomalsi nez BF, ten skonci ak najde segmemt s presnou velkostou.

- Rozdeluje velké bloky, takze velké Ulohy nebude mozné umiestnit.
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Implementacia a optimalizacia algoritmov

* Pre urychlenie prehladavania je mozné pouzit samostatné zoznamy pre
alokované segmenty (procesy) a volné segmenty pamate.

» Pri alokacii staci prehladavat zoznam volnych.
« Uvolnovanie je vSak pomalSie, pretoze musia byt modifikované oba zoznamy.
« Zoznam volnych segmentov moze byt usporiadany podla velkosti (nie adresy).

* Je mozne tiez pouzit samostatné zoznamy pre rozne casto pouzivaneé velkosti
segmentov (Quick Fit).

- Hladanie volného miesta je velmi rychle.

- Podobne ako pri ostatnych s usporiadanim podla velkosti, uvolnovanie
segmentu je narocneé. Aby fungovalo dobre, musi vyhladat a zliCit
susedné volné segmenty.
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Udrzuju sa zoznamy volnych segmentov s velkostou mocnin dvojky.

Bloky leziace za sebou tvoria dvojice.

Pri prichode novej poziadavky sa velkost zaokruhli hore, k najblizSej
mocnine 2 a pouzije sa segment z prislusného zoznamu (ako pri QF).

Ak je tento zoznam prazdny, najde sa najblizsi vyssi a rozdeli sa na dve
Casti (ak treba, aj viackrat).

Pri uvolneni segmentu sa skontroluje, Ci je dvojicka tiez volna. Ak ano,
zlGcia sa a presuni do vyssieho zoznamu (ak sa da, aj viackrat).

- Rozdelovanie a zluCovanie sa robi rekurzivne. V najhorsom pripade
vsak bude vela zlucovani nasledovat vela deleni.

Tvori zaklad aj pre alokaciu blokov fyzickej pamate (stranok) v OS Linux.
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Implementacia buddy algoritmu

« Linux vyuziva bitovi mapu aj zoznam volnych blokov.
- Jeden bit na kazdd dvojicu blokov (Uspora pamate).
- Hodnota sa invertuje pri kazdej alokacii alebo uvolneni jedného z nich.

- Hodnota je 0 ak su oba bloky volne, alebo oba obsadeneg, 1 ak je jeden
z dvojice obsadeny.

 Pri uvoliovani je jasné, Zze aspon jeden (prave uvolneny) je volny. Ak je
hodnota prislusného bitu po invertovani 0, oba musia byt volné a mozu sa

00 W

- Adresa oboch blokov v dvojici je zhodna, liSi sa len v najnizSom bite ktory
nie je trvale nulovy.

« Ak pocet volnych blokov klesne pod urcitl hranicu, zobudi sa kswapd aby
uvolnil miesto odlozenim niektorych alokovanych casti na disk.
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Delenie volného bloku

List of free blocks Free blocks List of free blocks
0 0 allocated
1 1
2 2 < T
3 _________________________________ 3 4—
4 —>» > . 4
5 5 T
6 6 :
7 7 |
8 8 Ly removed 1o o ;
9 e 0 9

MAX_ORDER MAX_ORDER
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Virtualna pamat




Obmedzenia spravy pamate

* Pre vSetky opisané systémy spravy pamate plati:
1) Program zabera vzdy sivisly Usek fyzickej pamate.

2) Dosledok: Velkost programu je obmedzena dostupnou fyzickou
pamatou.

e Programator mohol rozdelit kod do viacerych casti (overlay), pricom
zabezpecil vzdy nahratie tej casti, ktora sa mala vykonavat.

- Cast trvale pritomna v pamati zabezpecovala funkcie zavedenia a
nahradenia jednotlivych casti.

- Je to zlozité. Za vsetko je zodpovedny programator.
« Virtualna pamat odstranuje obe obmedzenia a prinasa dalSie vyhody.

- Sprava pamate je realizovana v OS.
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Virtualna pamat

* Virtualna pamat: Proces (programator) pracuje so savislym adresovym priestorom,
ktory je operacnym systémom mapovany do fyzickej pamate.

« Preklad virtualnych adries na fyzicke je pre proces transparentny.
- Mapovanie moze byt v podstate [ubovolneé.
- Relokaciu vo fyzickej pamati rieSi operacny systém.

— Proces nemusi byt v suvislom Useku fyzickej pamati. Umoznuje to eliminovat
externd fragmentaciu. Vdaka prekladu adries je mozné alokovat celu fyzicki pamat.

» 0S moze pri preklade kontrolovat hranice Usekov. RieSi problem ochrany pamate
pridelenej jednotlivym procesom.

« KedZe preklad adries sa robi pri kazdom pristupe do pamate, musi byt efektivny.
- Efektivna implementacia virtualnej pamate vyzaduje podporu hardveru.

- Preklad adries robi jednotka procesora MMU (Memory Management Unit), ktora
generuje fyzické adresy.
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Strankovanie

« Mapovat kazdl jednu adresu samostatne by bolo prilis narocne.

« Virtualny adresovy priestor je rozdeleny na sivislé bloky rovnakej dizky (mocniny
dvoch) - stranky (Page).

- Typicka velkost stranky je 4kB.

 Fyzicka pamat je analogicky rozdelena na rovnako velké bloky - strankové ramy (Page
Frame).

* Virtualna adresa konkrétneho slova obsahuje ¢islo stranky a posunutie (offset) od
zaCiatku stranky.

« Mapovanie priraduje strankovym ramom stranky a je realizovane tzv. tabulkou
stranok.

- Indexom do nej je cislo stranky, obsahuje polozku (Page Table Entry) s Cislom
strankového ramu a priznakmi (napr. present/absent, valid, dirty bit, ...).

« Kazdy proces ma vlastny virtualny adresovy priestor a teda aj vlastnu tabulku stranok.
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Strankovanie (nie na poziadanie)

« Strankovanie nie je to isté ako strankovanie na poziadanie.
- (non-demand) paging # demand paging
* Pri strankovani (paging) musi byt cely vykonavany proces v pamati.
« Strankovanie samo o sebe riesi externii fragmentaciu (netreba kompakciu).

- Cela fyzicka pamat je rozdelena na stranky ktoré mozu byt alokovane a teda
nie je ziadna nevyuzita volna pamat.

- Mapovanie vytvara suvisly virtualny adresovy priestor, hoci stranky mozu byt
rozhadzane v roznych strankovych ramoch.

* Vznika interna fragmentacia, v priemere polovica stranky na proces.

* Nie je potrebny algoritmus hladania vhodnej stranky na pridelenie, lebo vSetky
stranky su rovnake. Staci zobrat prvu volna.

* Nie je potrebné spajat volné miesto po uvolneni stranky.
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Strankovanie na poziadanie




* Virtualna pamat umoznuje implementaciu strankovania na poziadanie (demand paging).

* Proces sa moze vykonavat aj ked nie je v pamati zavedeny cely. Staci ak je rezidentna len
cast, ktora je aktualne potrebna. Nevyuzivaneé stranky, mozu byt odlozené na disk.

* Niektoré vyhody:
- Velkost procesu nie je obmedzena fyzickou pamatou.

- Umoznuje to zaviest do pamati eSte viac procesov, teda zvysit uroven multiprocesingu
a tiez vyuzitie procesora.

- Jednoduchsie pre pouzivatela, preklad adries je transparentny.
* Niektore nevyhody:
- ZlozitejSi operacny systém.
- Cas vykonavania procesu sa moze menit, nie je predvidatelny.
- 0S moze pridelit viac pamate, nezZ je dostupnej (overcommitting).

« V dnesnych OS sa vyuZiva predovsetkym tento systém spravy pamate.
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Preklad adresy

« Virtualna adresa obsahuje ¢ast urcujicu stranku a posunutie slova od

zacCiatku stranky.
- Posunutie (offset) je urcené spodnymi bitmi adresy. Napr. Pri 4kB = 22 B
stranke musi mat adresa pre offset vyhradenych 12 bitov.

- Na 32-bitovom systeme by sme mohli mat 32 — 12 = 20 bitov pre Cislo
stranRy, co umoznuje mat 220 stranok. Strankovych ramov ovsem moze

byt menej.
« Cislo stranky urcuje polozku v tabulke stranok.
- Pokial je nastaveny present bit, pouzije sa Cislo strankového ramu na
vypocet fyzickej adresy.
- Cislo strankového ramu méze byt zhodné s jeho fyzickou adresou.

- Offset staci pripocitat, nemeni sa, kedze stranky a ramy s rovnako velke.

Operacné systémy / Sprava pamate
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Vypadok stranky

« Ak present bit v PTE nie je nastaveny, nastava tzv. vypadok stranky (page fault).
- Procesor odovzda riadenie obsluhe vynimky, teda OS.

« Ak nie je nastaveny valid bit, adresu nie je mozné prelozit, pretoze dana
virtualna adresa nezodpoveda alokovanej oblasti.

— Operacny system posle procesu signal SIGSEGV.
« Ak je adresa platna, ale stranka nie je v pamati, najde sa volny strankovy ram.

- kswapd sa stara o to, aby vzdy nejaké boli. Na zaklade algoritmu vyberu
obete zvoli stranku, ktora bude uvolnena.

- Ak je to potrebné, obet ma nastaveny dirty bit, najskor sa vybrana stranka
zapise na disk (swap). Aktualizuje sa PTE obete.

* Po alokovani stranky do volného strankového ramu sa aktualizuje PTE a OS
restartuje proces od instrukcie, ktora vypadok sposobila.
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Priklad: Vypadok stranky

* Vykonanie jednej instrukcie trva jednu mikrosekundu. Ak sposobi
vypadok stranky tak je potrebneé vykonat dalSich n instrukcii pri
obsluhe vypadku. Aky je efektivny cas vykonania jednej inStrukcie
ak vypadok stranky nastava kazdych k instukcii?
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Priklad: Vypadok stranky, rieSenie

* Vykonanie jednej insStrukcie trva jednu mikrosekundu. Ak sposobi vypadok stranky
tak je potrebné vykonat dalSich n instrukcii pri obsluhe vypadku. Aky je efektivny
cas vykonania jednej inStrukcie ak vypadok stranky nastava kazdych k instukcii?

« Vykonanie jednej inStrukcie t = 1us.
* Nech celkovy pocet vykonanych instrukcii je N.
- Pocet instrukcii s vypadkom: N, =N / k
- Pocet instrukcii bez vypadku: N,=N-N /R
« Celkovy Cas vykonavania: T=t- (N, + N,)
- T=N/k-(1+n)-t+(N-N/R)-t=N-t-(1+n/R)
« Priemerny cas vykonania inStrukcie: t,=T/N=t(1+n/R)
 Vypadky st drahé (n ~ 1000).
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Tabulka stranok




Tabulka stranok

Tabulka stranok (PT - Page Table) sa pouziva na preklad logickej adresy na fyzickd.
- Definuje mapovanie stranok na strankove ramy.

- Obsahuje polozky tabulky stranok (PTE — Page Table Entry), v podstate je to
pole PTE.

Kazda PTE zodpoveda jednej stranke a obsahuje Cislo strankového ramu
a priznaky.

- Vyznam jednotlivych bitov v PTE definuje hardvér (procesor).

Virtualna a fyzicka adresa nemusia byt rovnako velkeé.

Tabulky stranok su dnes spravidla umiestnené v pamati.
- Niektoré procesory s mensim poctom stranok mali PT v registroch.

- Napriklad: XDS-940 (Xerox Data Systems), predtym SDS (Scientific Data
Systems): 8 stranok po 4096 slov.
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Mapovanie virtualnej pamate procesov do fyzickej

Page Table PN
PFN
a 3 \
1 9
Process A 9
5 1 b
0 a
9
6 3 ‘\ g
b
Process B 2 7
0 ‘\ Physical
3 1 6 Memory
0 A 5
N
N ‘*
3
8 3
4 2
Process N 2
X 1
2 1
0o/
PTE 0
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Viacurovnove tabulky stranok

» Velkost jednourovnovej tabulky stranok pri 32-bitovej virtualnej adrese a 4 kB
strankach:

— Pocet PTE =220 = 1048576
- Velkost PTE = 4B
— Velkost PT =220 4 B =22 B = 4 MB.
* Napriklad pre 100 procesov v systéme by tabulky zaberali 400 MB.

* Bezny proces pritom nepotrebuje cely 4 GB pamatovy rozsah, Cize vacsina poloziek
v tabulke stranok je nevyuzita.

« Tabulky stranok musia byt umiestnené v savislych blokoch pamati (procesor pozna len
zaCiatok tabulky).

* RieSenie:
- viacurovnové tabulky stranok, tabulka stranok sa rozdeli na viaceré tabulky,

- v pamati buda len tie, ktoré proces skutocne potrebuje.
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Dvojurovnove tabulky stranok na 32-bit x86

$\\1‘-35’Mg

e
S

Page Directory index Page Table index Offset PFN
- N\ AN J/
N ~N N .
10 10 Page Table 12 OXFF...
// // //
Page Directory
- .
-
L, 4
31 0
CR3 >
3
d
P9 —>31 0 >
2
1
0
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Strankovy adresar

 Strankovy adresar (PD - Page Directory) je jeden.
- Ma 21 = 1024 poloziek, kazda ma 4B.

- Velkost PD je 4 kB.

« Kazda polozka v strankovom adresari (PDE - Page Directory Entry) ukazuje na zaciatok
jednej tabulky stranok.

- PDE a PTE maju podobnu struktiru, viacere priznaky su zhodné.

» Kazda polozka v tabulke stranok ukazuje na fyzicku adresu strankoveho ramu. Po
pripocCitani offsetu vznikne fyzicka adresa konkrétneho slova.

Ak je nastaveny bit 7 (Page Size bit) znamena to, Ze PDE neukazuje na tabulku stranok,
ale priamo na stranku.

- Bity Page Table index sa pridaju k offsetu. Stranka ma teda velkost 2(10+12) = 4 MB.

e WL

- Linux nepouziva pre stranky procesov tento bit v PDE a teda ani bit 7 v PTE.
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Priklad: Dvojurovnové strankovanie

« PocitaC¢ ma 32-bitovy adresovy priestor a pouziva dvojurovnove
tabulky stranok s 9-bitovym indexom do strankoveho adresara a 11-
bitovym indexom do tabulky stranok.

- Ake velke su stranky a kolko ich je vo virtualnom adresovom
priestore procesu?

- AkU cast adresoveho priestoru je mozne adresovat pomocou
jednej polozky strankového adresara a aka je s tym spojena
rezia?
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Priklad: Dvojurovnove strankovanie, riesenie

» Pocitac ma 32-bitovy adresovy priestor a pouziva dvojurovnove tabulky stranok s 9-bitovym
indexom do strankovéeho adresara a 11-bitovym indexom do tabulky stranok.

— Ake velke su stranky a kolko ich je vo virtualnom adresovom priestore procesu?
« n=32b,n,y=9b,n,=11b: Ny, =32-9-11=12b, S,q,, = 2offset = 212 = 4 RB.
« Pocet stranok: N,qg =27 / S,qge = 2(n-noffset) = 23212 = 220 = 1048 576 stranok.

- Aku cast adresového priestoru je mozné adresovat pomocou jednej polozky strankoveho
adresara a aka je s tym spojena rézia?

« Pocet PTE v jednej PT: N, = 2"t = 211 = 2048

 Jedna PDE adresuje rozsah: N, - S,q, = 21 - 212 = 223 = 8 MB

 RéZia: v pamati musi byt PD a jedna PT,teda S,=S,, + S,

« S,g=2"d-4B=29-4B=2kB, S, =2wt-4B=21-4B=8RB, S,=S,+S, =10 kB. -
« RéZia na cely adresovy priestor pri jednouroviiovom strankovani by bola S’, = S’,; = 4 MB.

* S{to Udaje len pre jeden proces. Pri dvojurovnovych tabulkach stranok je mensia rézia.
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Efektivnost prekladu adries




Efektivnost prekladu adresy

Pristup do pamati je Casty. Pre kazdi vykonavanu instrukciu aspon
jeden (instruction fetch), niektoré pracujd aj s operandami v pamati.

* Preklad virtualnych adries na fyzické musi byt efektivny.

- Preklad robi samostatny hardveér, cast procesora MMU (Memory
Management Unit).

« Viacurovnové strankovanie réziu znizuje, ale pri dnesnych velkostiach
pamate nie je mozné mat vsSetky potrebné struktiry v registroch.

« Problém: Pre kazdy pristup do pamate sl teraz potrebneé dva pristupy
navyse (PD a PT). Rychlost klesa na tretinu.

« Rie3enie: Casto vyuZivané polozky z PT sa uchovavaji v zvlastnej
cache - TLB (Translation Lookaside Buffer) priamo v procesore.
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Navrh TLB

« Co v3etko obsahuje?
- Celd tabulku stranok, alebo len aktualne (nedavno) pouzivané polozky.
« Ako sa zavadza obsah?
- Transparentne, alebo softvérovo, privilegovanymi instrukciami (OS).
« Ako sa rusi obsah?
- Cely obsah naraz, alebo jednotlivé polozky.
e Obsah?

- Len polozky jedného procesu, alebo obsah spolocny a polozky doplneneé
znackou adresového priestoru.

* Jednourovnove / viacurovnove ?

 Hardvérova realizacia?

DB, KI FMFI UK BA, 2021 Operacné systémy / Sprava pamate



Translation Lookaside Buffer na x86

« Asociativna pamat v MMU. Obsahuje niekolko naposledy pouzitych poloziek z tabulky pre
aktualne beziaci proces. Kliucom je PN, hodnotou PTE s hladanym PFN.

- Struktdra: ( PN | PTE ), Cislo stranky sliZi na adresovanie asociativnej pamate (tag).

- Hladane PN sa porovnava so vSetkymi polozkami v TLB naraz.
« Naplia ju transparentne procesor, pri prvom pristupe k stranke.

- V pripade vypadku najde volné miesto a nahradi ho potrebnou polozkou. OS o vypadku nevie.
« 0S musi zabezpecit, aby v TLB boli len polozky pre beziaci proces.

- Jednotlivé polozky je mozné zrusit inStrukciou INVLPG.

« Operandom je adresa. InStrukcia zrusi zaznamy vsetkych stranok ktoré ju obsahuju.

- Platnost vSetkych poloziek sa zrusi zapisom do registra CR3. Pri zmene kontextu OS zapise
do CR3 hodnotu mm_struct->pgd z task_struct.

- Polozky (PTE) s nastavenym priznakom G (global) zruSené nebudi (ak je to nastavené v CR4).
Napriklad stranky jadra alebo stranky zdielané viacerymi procesmi (kniznice).

« V multiprocesorovom systéme je potrebné zrusit TLB na vSetkych CPU (TLB shootdown IPI).
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Problémy TLB

« Prepnutie kontextu je drahé aj kvoli rézii spojenej s vypadkom TLB.

- Vypadok v TLB je pomerne drahy, preto je vyhodné spolocné polozky
zachovat.

e Vacsie stranky umoznuji pokryt viac adries jednou PTE (menej vypadkov).
- Zvacsuje sa vsak aj interna fragmentacia.

« Vypadok polozky v TLB sposobi, ze bude potrebneé precitat polozku z pamate.
- Tabulky stranok sa nachadzaju v logickom adresovom priestore jadra.
- Pri HW-managed TLB musia mat Struktiru ktor( procesor rozozna.

« Nasledne moze teda dojst k dalSiemu vypadku, ak PTE pre stranku obsahujucu
hladanu PT nie je v TLB.

« RieSenie: 0OS si moze udrziavat softverova cache, ktora bude v globalnej stranke
(teda bude vzdy pritomna v TLB).
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Translation Lookaside Buffer na SPARC

* Obsah TLB spravuje softver, nastavuje ho operacny systéem.
- Prekladovi mapu moze OS uchovavat v lubovolnej struktire.
« Vypadok pri hladani PTE sposobi vynimku, ktort obsluhuje OS.
- Je to pomale, preto treba vypadky minimalizovat.
- Pokial je to mozne, polozky by mali zostat v TLB aj pri prepnuti kontextu.
- Niektoré mozu byt oznacené ako globalne (stranky jadra).

e Struktira polozky v TLB je doplnena o identifikator procesu, respektive
adresového priestoru (ASID - Address Space Identificator, alebo Context ID).

— Pri hladani PFN musi byt zhoda nie len v PN, ale aj Context ID.

- Ked'je proces naplanovany na vykonanie, v TLB mozu byt este niektore
jeho polozky.
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TLB - porovnanie x86 a SPARC

« Pentium-M ma Styri druhy TLB (hardware managed):
- 128 poloziek pre 4 kB stranky instrukcii, (4-way associative),

- 2 plne asociativne polozky pre velké stranky instrukcii,

128 polozZiek pre 4 kB stranky s datami, (4-way associative),

8 poloziek pre velké stranky s datami, (4-way associative).

VSetky vyuzivajl stratégiu LRU pre uvolnenie miesta.
 UltraSPARC Il ma pat druhov TLB (software managed):
- 16 plne asociativnych poloziek pre vsetky velkosti stranok instrukcii,
- rovnako pre data,
- 128 poloziek pre 8 kB stranky instrukcii (2-way associative),
- 512 poloziek pre stranky s datami (2-way associative), pre dve rozne velkosti stranok.
- Podporuje velkosti stranok 8 kB, 64 kB, 512 kB, 4 MB.
- Obsahuje 13 bitovy Context ID.
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Priklad: U¢innost TLB

* Logicky adresovy priestor tvori 1024 stranok. Tabulky stranok su
v pamati. Citanie slova z pamati trva 500 ns. Na zniZenie tejto réZie
ma pocitac asociativnu pamat, ktora ma miesto pre 32 parov
(stranka, strankovy ram) a dokaZe vyhladat polozku za 100 ns.

- Aka je Gspesnost vyhladavania v asociativnej pamati (p,;)?
- Aka je priemerna doba vyhladania polozky (t,)?

- Aka Uspesnost asociativnej pamate je potrebna, aby priemerna
doba vyhladania polozky nepresiahla 200 ns?
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Priklad: U&innost TLB, rieSenie

« Logicky adresovy priestor tvori 1024 stranok. Tabulky stranok s v pamati. Citanie slova z pamati trva
500 ns. Na zniZenie tejto rézie ma pocitac asociativnu pamat, ktora ma miesto pre 32 parov (stranka,
strankovy ram) a dokaze vyhladat polozku za 100 ns.

« Aka je Gspesnost vyhladavania v asociativnej pamati (p,;;)?

~ Pur = Nrig / Npoge = 32/ 1024 = 1/ 32 = 0.03125

- Toto plati za predpokladu rovhomerného rozdelenia adries. V skutocnosti to moze byt lepSie.
« Aka je priemerna doba vyhladania polozky (t,)?

- tyem =500 ns, t; ;=100 ns,

= tpr = P tus * (1= Ppur) * tyem = 0.03125 - 100 ns + (1 - 0.03125) - 500 ns = 487.5 ns

« Aka Uspesnost asociativnej pamate je potrebna, aby priemerna doba vyhladania polozky
nepresiahla 200 ns?

- 200nS =t'pr = Py trp * (1- leT) * Twem
~ Pur = (tor = tuem ) / (trs = tuew ) = (200 = 500) / (100 - 500) = ¥%

- Tato hodnota je odvodena bez ohladu na distribuciu adries. -
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64-bitova architektura

« Ak by proces na 32-bitovej architekture vyuzival cely adresovy priestor, vSetky PTE by
typicky zaberali 4 MB.

- Je to pomerne vela, ale da sa to zvladnut.

 64-bitoveé systémy (x86) pouZivajl 48-bitovi logickid a 52-bitovi fyzick( adresu s 4 kB
strankami. PTE ma 8 B, z toho 40 bitov PFN.

* Na 64-bitovych systemoch by kompletna tabulka 4 kB stranok zaberala 252- 8 B = 255 B
=32 PB, o je neunosne.

* Pri dvojaroviiovom strankovani by bol strankovy adresar zrejme prilis velky (index 48
- 10 - 12 = 26 bitov, max. velkost 64 MB). Nezmestil by sa do jednej stranky (ani 4 MB).

* Mozné riesenia:
- Hierarchia tabuliek stranok (Multi-level page tables).
- Inverzné tabulky stranok.

- Rozptylové tabulky (hash tables).
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Multi-level page tables

« Viacurovnove strankovanie. Na vyhladanie PTE sa pouzije strom tabuliek
stranok.
- Na x86 sa pouzivaju 4 Grovne s 9-bitovym indexom (4 - 9 + 12 = 48). Je
to dané hardvérom (procesorom).

- Ak niektory z adresarov bude ukazovat priamo do fyzickej pamate
(niektoré Grovne PT sa preskocia), stranky mozu mat velkost 4 kB,

2 MB, 1 GB.

« Nazvy tabuliek: Page Table, Page Directory, Page Directory Pointer, Page
Map Level 4 (PML4).

e Kazda tabulka ma2s-8 B=512-8 B=212B =4 kB (jedna stranka).

- Potrebné su len tie tabulky ktore ukazuji na alokovaneé cCasti
adresoveho priestoru.
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Inverzne tabulky stranok

* Na systeme s 48-bitovou logickou adresou moze byt 236 stranok, pri 1 GB fyzickej
pamate (RAM) 218 strankovych ramov.

* Inverzneé tabulky stranok obsahuju jednu polozku pre kazdy strankovy ram.

 Polozka obsahuje informaciu o tom, ktora stranka ktorého procesu (ktorého
logického adresového priestoru) je v rame umiestnena.

« Pamat potrebna pre inverzné tabulky je znacne mensia.
» Preklad virtualnej adresy na fyzicku je vSak narocnejsi.

- Nestaci pouzit Cislo stranky ako index do tabulky.

- V podstate je potrebne pri kazdom pristupe do pamate prehladat cell tabulku.
* TLB moze preklad vyrazne urychlit. Pri vypadku musi OS najst potrebni polozku.

- 0S mo6ze uchovavat zoznam pouzitych stranok v rozptylovej (hash) tabulke.

- Pri obsluhe vypadku OS vloZi najdeny par ( PN | PFN ) do TLB (SW-managed).
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Uvolnenie strankoveho ramu




Polozka tabulky stranok na x86

32 12 9 87 6543210
PFN G|O[DIA[C(W[U[R|P

PFN - Cislo strankového ramu, resp. jeho fyzicka adresa, v ktorom je dana stranka umiestnena.
G - Global, stranka je vyuZivana viacerymi procesmi, nap. systémova alebo zdielana.

D - Dirty, do stranky bolo zapisang, jej aktualny obsah sa nachadza len v pamati.

A - Accessed, stranka bola pouzita (referencovana, Citalo sa z nej, alebo do nej zapisovalo).

C - Cache Disabled, obsah stranky nebude umiestiovany v cache.

W - Write-Through (1), Write-Back (0), reZim cache pamate pre tito stranku.

U - User / Supervisor, stranka moze byt pouzita (neprivilegovanym) procesom, inak len jadrom.
R - Read / Write, ak je bit nastaveny, do stranky je mozné aj zapisovat.

P - Present / Absent, stranka je pritomna vo fyzickej pamati.
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Priciny vypadku stranky

« Vynimku vypadku stranky (page fault) vygeneruje procesor ak:
- proces pristupuje k stranke ktora nema v PTE nastaveny bit U,
- proces zapisuje do stranky ktora nema v PTE nastaveny bit R,
- proces pristupuje k stranke ktora nema v PTE nastaveny bit P.
* Pred obsluhou vynimky procesor ulozi:
- na zasobnik chybovy kod ktorého spodné tri bity si URP,
- do CR2 adresu ktora vynimku sposobila.
* Rutina obsluhy vynimky podla tychto informacii rozhodne, ¢o urobit.

- Napriklad ak proces robi pristup v rozpore s nastavenim bitov U a R, ide
o porusenie ochrany pamate (napr. pokus o pristup k pamati jadra) a
OS posle procesu signal SIGSEGV.
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Obsluha vypadku stranky

« Ak bit P nie je nastaveny, moze nastat viacero pripadov.
- Stranka nebola nikdy alokovana, proces dostane SIGSEGV.

- Najde sa volny strankovy ram (ak je to potrebné, uvolni sa) a
upravi sa PTE.

Ak je to nova stranka (prvy pristup), koniec.
* Ak je obsah na disku, nahra sa do pamate a koniec.

« Ak bit P nie je nastaveny, procesor urobi vynimku bez ohladu na
adresu v PTE.

- 20 bitov v PTE je v tomto pripade mozné pouzit priamo ako
odkaz na odkladacie médium (swap) a €islo bloku v nom.
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Informacie o vyuziti stranok

 Bity D (Dirty, written) a A (Accessed, refrenced) v PTE nastavuje procesor.
* Ich nulovanie musi ale zabezpecit operacny system.

* Tieto bity mozu byt pouzite pri hladani obete na uvolnenie strankoveho
ramu.

* LepSie moze byt vyhodit menej casto pouzivani stranku.

- 0S moze pravidelne nulovat Accessed bity. Stranky ktoré maju tento bit
nastaveny boli pouzité nedavno.

« Vyhodnejsie moze byt vyhodit stranku, ktora nebola po zavedeni do pamate
modifikovana (napr. text).

- Modifikovanu stranku je potrebné pred uvolnenim jej strankového ramu
najskor zapisat (na swap, alebo do siboru), co zvysSuje cas obsluhy.
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Algoritmy vyberu obete




Algoritmy hladania obete

« Problém vyberu obete pri uvolnovani bloku pamate sa vyskytuje aj v inych Grovniach
pamatoveho systemu, ako napriklad cache medzi CPU a hlavnou pamatou.

« Vybrat nahodnu stranku

- Jednoducha implementacia, neuvazuje ziadne informacie o vyuziti stranok. M6ze
odstranit stranku, ktora bude onedlho opat potrebna.

« Optimalny algoritmus

- Za obet vyberie vzdy tu stranku, ktora bude potrebna za nadlhsi cas, teda
najdalej v buducnosti.

- Vo vSeobecnosti ho nie je mozné implementovat.

- Pokial sa nejaky program vykonava vzdy rovnako, je mozné postupnost pristupov
k strankam zaznamenat a pouzit pri dalSich spusteniach.

- Optimalny algoritmus dava najlepsSie vysledky a preto sa pouziva na porovnanie a
vyhodnotenie roznych inych algoritmov.
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Not Recently Used (NRU)

VyuZiva bity R (Referenced) a D (Dirty, Modified).

Bit R, nastaveny CPU pri kazdom pristupe k stranke, OS pravidelne nuluje (pri kazdom
preruseni od casovaca, radovo kazdych 10 ms).

- To umoznuje rozlisit, ktoré stranky boli pouZité nedavno a ktoré davnejsie (pred
poslednym prerusenim).

- Bit D sa nenuluje. Nie je mozné ho vynulovat, pokial sa obsah najskor neuloZzi.
VSetky stranky sa rozdelia do Styroch tried, podla hodnoty bitov R a D.
- Trieda 0: stranky nepouzité, nezmenene,

- Trieda 1: stranky nepouzité, zmenene,

- Trieda 2: stranky pouzité, nezmeneng,

- Trieda 3: stranky pouzité, zmenene.
Za obet sa vyberie nahodne, spomedzi stranok najnizsej neprazdnej triedy.
Pomerne jednoducha implementacia. Stacia informacie z PTE.
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First-In, First-Out (FIFO)

« Operacny systém udrziava zoznam vsetkych stranok pritomnych
v pamati, usporiadany podla casu, kedy bola stranka zavedena do
pamati.

* Pomerne jednoducha implementacia.

* Privypadku stranky sa zo zoznamu odstrani stranka zo zaciatku
zoznamu (obet) a nova sa prida na koniec.

* Pravidelne vsak moze odstranit aj stranky, ktoré su velmi ¢asto
vyuzivane.

* Prakticky sa prilis nepouziva.
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Second chance

« Algoritmus vyuziva rovnaky zoznam ako FIFO.
« Pokial ma najstarsia stranka vynulovany R bit, bude oznacena ako obet.

« Ak ma vsak stranka na zaciatku zoznamu R bit nastaveny, tento sa
vynuluje a stranka sa zaradi na koniec zoznamu, ako by bola nova
(prave zavedena).

— Stranka dostane druhi Sancu.

« |de o modifikaciu FIFO, ktora vSak uprednostnuje pri vybere obete
stranky nepouzivané (v poslednej dobe).

« Ak vSetky stranky v pamati boli od posledného prerusenia pouzite, ide
o FIFO.

« Reézia spojena s presunmi stranok v zozname je pomerne velka.
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Clock algorithm

* Princip je zhodny s algoritmom Second chance.
« Stranky su organizovane v kruhovom zozname, ale nepresivaju sa.
« Ukazovatel (pointer) oznacuje najstarsiu stranku.

« Pokial ma R bit nulovy, vyberie sa ako obet. Nova stranku sa zaradi
na toto miesto a ukazovatel sa posunie na dalsiu.

« Ak je R bit nastaveny, vynuluje sa, a ukazovatel sa posunie na dalSiu
stranku.

» EfektivnejsSia implementacia ako SC.

* Pouzivané stranky zostavaju v pamati.
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Least Recently Used (LRU)

« Za obet sa vyberie najdavnejsie pouzita, resp. najdlhsie nepouzita, stranka.
« Algoritmus je zalozeny na predpoklade, Ze to tak zostane aj v buducnosti.
* Je to dobra aproximacia optimalneho algoritmu.

« Implementacia je vSak narocnejsia (v povodnej podobe prakticky netinosna).
« Zoznam uchovavajuci poradie pristupov k strankam by sa musel aktualizovat
po kazdom pristupe do pamati, teda pri kazdej instrukcii, o nie je inosné.

« Musel by to robit hardver, OS sa nedostane k slovu po kazdej instrukcii.

- Napriklad: hardverove pocitadlo pristupov pre kazdu stranku, ako stcast
PTE. Obetou je stranka s najnizSou hodnotou pocitadla;

- Alebo matica, v ktorej sa pri pristupe k strankovému ramu n nastavia najprv
jednotky do n-tého riadku a potom nuly do n-tého stlpca. Obetou je
stranka zodpovedajica riadku s najnizSou hodnotou.
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Not Frequently Used (NFU)

« |de o softverovl implementaciu LRU, respektive aproximacie LRU.

« KedZe hardver neposkytuje pocitadlo pristupov pre stranky, moze ho
iImplementovat OS.

* Pri kazdom preruseni sa k pocitadlu pristupov pre stranku pripocita
hodnota jej R bitu.

- Aktualizacia sa teda nerobi pri kazdom pristupe, ide len
0 aproximaciu LRU.

« Za obet sa vyberie stranka s najnizsou hodnotou pocitadla.
* Problémom je, Ze algoritmus nezabida (je malo adaptivny).

- Ak niektora stranka ziska vysokd hodnotu pocitadla, je
uprednostnovana aj ked uz aktualne nebude vyuzivana.
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Algoritmus starnutia (Aging)

« Modifikacia, a vylepsenie, NFU.

* Hodnota pocitadla sa najskor posunie o jeden bit doprava a potom
sa R bit pripocita na najvyssiu poziciu.

« Za obet sa vyberie stranka s najnizsou hodnotou pocitadla.
* |de o dobru aproximaciu LRU.
* Problemy:

- Pocitadla sa aktualizuju s periodou casovaca. Pri zhode v bitoch
z posledneho tiku sa rozhoduje na zaklade bitov
z predchadzajucich. Aktualne poradie vSak uz moze byt ine.

- Pocitadlo ma konecnu Sirku. Pri zhode sa vybera nahodne (o je
rozdiel voCi LRU a nemusi to byt dobre).
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Algoritmy - prakticke zhrnutie




Zhrnutie

« Optimalny algoritmus

- Zalozeny na znalosti budiceho spravania. Idealny, v principe nerealizovatelny. Dobry
na porovnavanie.

 Least Recently Used (LRU)
- Dobra aproximacia optimalneho.

- Vyzaduje aktualizaciu zoznamov pri kazdom pristupe do pamate. Prakticky
nerealizovatelny (v HW aj SW).

 First-In, First-Out (FIFO)
- Vyhodi najstarsiu stranku bez ohladu na to, Ci sa pouziva. Prakticky nepouzitelny.
* Clock

- Vychadza z FIFO, berie do Gvahy aj R bit (Second Chance). Namiesto preusporiadania
zoznamu pouziva ukazovatel (rucicka hodin).

- Dobra aproximacia LRU.
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Zoznamy aktivnych a neaktivnych stranok

 Pri praktickej realizacii by sledovanie zmien vo vyuzivani vsetkych stranok
predstavovali vysoku réziu.

« 0OS udrzuje dva zoznamy stranok: aktivne a neaktivne (active/inactive list).

- Na prvom zozname s stranky ktoré sa pouzivajl (pracovné mnoZziny procesov),
na druhom stranky, ktoré sa uz asi pouzivat nebudi (kandidati na vyhodenie).

- Pravidla pre presun stranok medzi zoznamami sa liSia podla typu mapovania
stranky (m6zu mat vlastné zoznamy).

« Ked sa stranka presunie do zoznamu neaktivnych vynuluje sa Present bit v PTE.
Stranka vsak zatial zostava v pamati.

 Pokial sa vyskytne pristup k stranke zo zoznamu neaktivnych, nastane (soft) page
fault. Obslizi sa rychlo, lebo stranka je v pamati a presunie sa do zoznamu aktivnych.

0 v

presund.
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Pravidla a vlastnosti algoritmu

« Stranky mapovaneé na subory sa castokrat pouziju len raz.
- Po zavedeni do pamati sa zaradia do zoznamu neaktivnych (preco?).
- Pokial sa pouziju opakovane, presunu sa do zoznamu aktivnych.
« Stranky anonymnej pamate sa zvacsa pouzivaju casto.
- Po alokovani sa zaradia do zoznamu aktivnych (na zaciatok).
- Stranka na konci zoznamu aktivnych sa presunie do neaktivnych.
« Zoznam neaktivnych stranok pouZziva starnutie (aging).
« Stranka na konci zoznamu neaktivnych sa vyberie ako obet a uvolni miesto.

« Pokial stranky mozu zostat v zozname neaktivnych dost dlho na to, aby mali
sancu vratit sa medzi aktivne, ide o dobri aproximaciu LRU.

- Algoritmus ma podobné spravanie ako LRU, prakticky je efektivny.
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Predpoklady LRU

* Ani LRU nedava dobreé vysledky pre vsetky vzory pristupov.

- Probléemom je napriklad jednorazovy alebo cyklicky pristup
k strankam.

* Moze sa stat, ze stranka ktora bola pouzita davnejsie, bude coskoro

pouzita znova, hoci nedavno pouzita stranka bude dlhSie
nepotrebna.

- LRU by ju vSak oznacil za obet a nasledne by nastal vypadok.

- LRU neberie do uvahy frekvenciu pristupov k strankam.

Usase ) LRU PF
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Algoritmus Clock-Pro (Jiang, 2005)
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Metriky lokalnosti pristupov:

- R(p) - Recency, kolko pristupov k inym strankam sa urobilo od posledného pristupu
k stranke p.

- RD(p) - Reuse distance, (alebo aj Inter-Reference Recency) pocet inych stranok ku
ktorym sa pristupovalo medzi dvoma pristupmi k stranke p (medzi poslednym a
predposlednym pristupom k p).

Algoritmus LRU vyberie ako obet stranku v pamati s najvacsim R(p).
Clock-Pro vyberie ako obet stranku na zaklade RD(p) (s najvacSou hodnotou).
- Na urcenie RD uchovava aj informacie o strankach, ktoré uz nie st v pamati.

- Podobne ako pri povodnom Clock algoritme, pri pristupe k stranke v pamati nie su
potrebné Ziadne akcie OS, len nastavenie R bitu hardvérom.

- V zozname neaktivnych udrzuje stranky ku ktorym sa pristupuje menej casto, nez k tym
na zozname aktivnych.

Napriklad Linux pouziva algoritmus zalozeny na Clock-Pro.
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Page cache

« Operacny systém cast strankovych ramov vyhradi pre cache.
- V OS Linux typicky 1 az 15% z celkovej velkosti pamate.

« Stranky precitaneé z disku zostavaju v pamati aj ked' ich uz ziadny
proces nepotrebuje.

- Nie st namapovane vo virtualnom adresovom priestore ziadneho
procesu.

« KedZe tieto stranky ziadny proces prave nepotrebuje, pri

00 Wwwe

« V pripade, ze stranky budu opat potrebné, budld uz v pamati.
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Principy pamatovej lokality




Hierarchia pamatového systemu

« Pocitacove systéemy obsahuju viacero typov pamate, zalozenych na
roznych technologiach, s roznym typom prepojeni.

- Vyssia rychlost - zlozitejSie/drahsie = mensia kapacita,

- a naopak.
 Registre (CPU), ~1kB, < 1ns, SRAM A
« Cache (CPU), L1, L2, L3, D/I, ~IOMB, < 10ns, SRAM
» Hlavna pamét (RAM), ~100GB, < 100ns, DRAM 5 é‘, -
- SSD, ~100MB, < 1ms, Flash § § S
« HDD, ~1TB, < 10ms }
« Sijetovée uloziska, >> 1TB, > 10-100 ms vy
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Vlastnosti pamatovej hierarchie

e Inkluzivnost

-V drovni pamate blizSie k CPU je vzdy podmnozina udajov zo vzdialenejse;j
urovne.

PocCas spracovania sa podmnozina dat presiva medzi trovhami smerom k CPU.

Hodnota registra moze byt umiestnena v bloku cache, ten je v stranke, ta je
v diskovom bloku, ten je sucastou suboru, resp. disku, ...

« Koherencia

- InStancie rovnakych dat v roznych urovniach musia byt konzistentné.

- Zmeny v datach sa musia Sirit aj do Grovni vzdialenejsich od CPU (cache
writethrough - okamzZite, writeback - ked je to potrebné).

 Lokalita

- Pristup do pamate nie je distribuovany rovhomerne, ale vykazuje isté vzory.

DB, KI FMFI UK BA, 2021
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Princip lokality

« Adresy generované procesmi pocas vykonavania nie su
distribuované rovnomerne. Pristupované adresy vykazuje isté vzory.

- Sekvencna, priestorova, casova lokalita.

* Proces vzdy pomerne dlho vyuziva isty maly interval adries, ktory sa
meni pomerne pomaly.

« Tento interval by sa mal nachadzat ¢o najblizsie k CPU.

« Efektivna doba pristupu k datam zavisi od toho v ktorej Grovni sa
nachadzaju, respektive od poctu prenosov medzi roznymi Urovnami.
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Sekvencna lokalita

« Ak procesor v case n pristupuje k adrese a, tak s vysokou
pravdepodobnostou bude v case n+1 pristupovat k adrese a+1.

« Sekvencia je najcastejSou programovou konstrukciou.

- Citanie inStrukcii z pamate ide postupne, s vynimkou vetvenia, resp.
skokov.

- Register PC (IP) sa spravidla inkrementuje pri vykonani kazdej
inStrukcie.

- Prehladavanie poli moze viest k tomuto vzoru aj v datach.

« Oplati sa preniest do vyssej urovne viac po sebe iducich blokov
naraz (lookahead).

- Nasledujuce adresy pravdepodobne bude coskoro treba tiez.
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Priestorova lokalita

« Ak procesor v case n pristupuje k adrese a, tak s vysokou
pravdepodobnostou bude v case n+1 pristupovat k adrese blizkej a
(a+m).

 Iteracia udrzuje program v istych medziach. Po istej dobe sa vrati na
rovnakl adresu.

- Vytvara priestorovi lokalitu pristupov k textu.
* Polozky datovych Struktir su umiestnené blizko pri sebe.
- Spracovanie Struktlir moze vytvarat priestorovu lokalitu v datach.

« Do vysSej Grovne hierarchie sa oplati prenasat vacsie bloky (nie
jednotlivé hodnoty), lebo blizke adresy budi asi tiez potrebneé.

DB, KI FMFI UK BA, 2021 Operacné systémy / Sprava pamate



ROl
77

Casova lokalita

« Ak procesor v case n pristupuje k adrese a, tak s vysokou

pravdepodobnostou bude k adrese a znovu pristupovat v blizkom
case (n+t).

 |teracia opakuje pristup k instrukciam aj datam.
* Lokalne premenneé a argumenty.
- Funkcia pocas svojho vykonavania k nim bude pristupovat opakovane.

 Udaje prenesené do vy3sej Grovne by tam mali zotrvat ¢im dlhSie,

e W
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Efektivnost pamatovej hierarchie

* Procesy mozu bezat rychlo aj ked je fyzickej pamate menej nezZ celkovy sucet pamate
alokovanej procesmi.
- Ak pouzivaji vzdy len istd mald cast dat ktor( majia alokovanu.
- Nevracaju sa casto k dlho nepouzivanej datam odlozenym na disk.
* Priemerné procesy sa tak skutocne spravaju, teda podla principov pamatovej lokality.

* Bezneé procesy vacsinou opakovane vyuzivaju len mall cast adresového priestoru a zmeny

su relativne pomale.
- Napriklad po ukonceni cyklu, pri volani alebo ukonceni funkcie, po vetveni a pod.
- Sekvencneé prehladavanie velkého pola alebo nahodné a rovnako pravdepodobné pristupy ku
vSetkym adresam, sa prakticky nevyskytuja.

* Predpoklad algoritmu LRU, Ze blok dat ku ktorému proces pristupoval nedavno bude
v najblizSom case potrebovat opat, je v silade s principmi priestorovej a casovej lokality.

- VyuZiva sa na roznych Grovniach hierarchie (cache: CPU <> pamat, strankovanie: pamat < disk).

Operacné systémy / Sprava pamate

DB, KI FMFI UK BA, 2021



Navrh systemu strankovania




G

NERSIT,
THEM.;qS

&)
S

Pracovna mnozina stranok (Denning, 1968)

 Stranky, ktoré proces prave vyuziva, tvoria pracovni mnozinu stranok (working set).
- Pracovna mnozina sa pocas vykonavania meni, nie vsak rychlo.
- Pri systéme strankovania na ziadost proces po Starte nema ziadnu stranku

v pamati.

poctu vypadkov (idealne s minimalnym poctom).
- Ato aj ked nie je v pamati cely. Toto je vyhoda strankovania na Ziadost.

« Ak proces nemoze mat celt pracovni mnozinu v pamati, budu pocas vykonavania

vypadky vznikat neustale.
- Nech systéem pouziva akykolvek algoritmus vyberu obete, pravidelne sa vyhodi

stranka ktort onedlho bude nutné znovu zaviest.
- Tato situacia, neustale odkladanie a nahravanie stranok, sa nazyva trashing.

- Vytazuje disk aj procesor.

Operacné systémy / Sprava pamate
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Velkost pracovnej mnoziny

e Nech w(R, t) je pocet (roznych) stranok ku ktorym proces urobil poslednych k
pristupov v case t.

e W

e Vv

- lde teda 0 monotonne rasticu funkciu (v R).
- Pre fixné k mo6ze velkost pracovnej mnoziny v Case rast, aj klesat (pomaly).

« Zaroven je to funkcia zhora ohranicena, kedZe adresovy priestor a teda aj
maximalny pocet stranok, st konecne.

- Limita w(R, t) s rasticim k sa rovna celkovému poctu vsetkych stranok, ktoré
proces pocas vykonavania potreboval.

« Velkost pracovnej mnoziny vzhladom na k rastie najprv rychlo, potom uz len
pomaly. Pre velky rozsah k je teda pracovna mnozina podobne velka.

- Velkost pracovnej mnoziny teda od k prilis nezavisi a s t sa meni pomaly.
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Predstrankovanie (prepaging)

« KedZe pracovna mnozina stranok sa pre proces meni len pomaly, v kazdom Case je
mozné odhadnut, ktoré stranky by mali byt v pamati, aby proces bezal bez vypadkov.

« Ak bol proces odsunuty z pamate na zalozné médium (swap), po opatovnom
naplanovani na vykonavanie nebude jeho pracovna mnozina v pamati.

« Systéem strankovania na ziadost postupne zabezpeci zavedenie potrebnych stranok,
je to vSak neefektivne.

- Vtomto pripade urcite nastane séria vypadkov.

« Ak by operacny system vedel ktoré stranky patria do pracovnej mnoziny procesu,
mohol by ich zaviest vopred - predstrankovanie (prepaging).

 Napriklad ak sa pouzZiva systém stranutia (aging), stranky s nastavenym niektorym
z vysSich bitov pocitadla pravdepodobne patria do pracovnej mnoziny.

« Clock algoritmus vyhodi najstarsSiu stranku s nenastavenym R bitom. Pokial vsak OS
vie, ze patri do pracovnej mnoziny, moze vybrat ina — algoritmus wsclock.
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Lokalny vs. globalny pristup

* Ma sa obet vyberat len medzi strankami procesu ktory potrebuje pamat,
alebo medzi strankami vsetkych procesov?

* Lokalny pristup:

- Zodpoveda situacii, ze proces ma prideleny isty pocet strankovych ramov
a obet sa vybera spomedzi nich.

- Ak velkost pracovnej mnoziny rastie (nad pocet pridelenych ramov), moze
nastat trashing, hoci pamat je este volna.

- Ak je pracovna mnozina mensia, pamat nie je vyuzita efektivne.
* Globalny pristup:
- Je efektivnejsi, ak sa velkost pracovnej mnoziny meni.

- 0S musi vediet aka je velkost pracovnej mnoziny (e.g. aging), aby mohol
pridelit procesu strankové ramy.
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Page Fault Frequency (PFF)

« Pri globalnom pristupe sa pocet pridelenych strankovych ramov urcuje dynamicky.

» Pocet vypadkov stranok sposobenych procesom za nejaky ¢as moze byt vyuzity pri
stanoveni poctu pridelenych strankovych ramov.

- Meria sa pomerne jednoducho.

* Predpoklad: S rasticim poctom pridelenych strankovych ramov klesa pocet
vypadkov.

- Pre vacsinu algoritmov vyberu obete to plati.

» Algoritmus sleduje frekvenciu vypadkov a pridavanim alebo odoberanim
strankovych ramov sa ju snazi udrzat v prijatelnom intervale.

- Algoritmus ma dva parametre, hranice intervalu pre zmenu poctu ramov.
* Dnes sa vyuziva najma globalny pristup.
* Procesu je mozné nastavit limit pre pocet pridelenych strankovych ramov.
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Priklad: Pocet strankovych ramov

« Pocet instrukcii vykonanych medzi dvoma vypadkami stranok je
priamo umerny poctu strankovych ramov pridelenych procesu.

« Vykonanie instrukcie trva bezbe Tus a s vypadkom stranky 2001s.
Program trval 60s a mal 15000 vypadkov. Ako dlho by trvalo
vykonanie programu s dvojnasobnym poctom strankovych ramov?
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Faktory ovplyvnujuce volbu velkosti stranky

« Program sa spravidla sklada z viacerych segmentov (text, data, stack, ...).
« Velkost segmentu nebude vzdy celocCiselnym nasobkom velkosti stranky.

« V dosledku internej fragmentacie bude v priemere polovica stranky na
kazdy segment nevyuzita. Z tohto pohladu su vyhodnejsie mensie stranky.

* Proces vacsinou vykonava dlhsiu dobu kod len z malého rozsahu adries. Ak
by stranky boli velke, pamat by zbytocne zaberal kod, ktory sa vacsinou
nevykonava. Podobne to plati aj pre data.

e Wwwe

o Wwwe

* Pri prepnuti kontextu moze zavedenie potrebnych PTE do TLB trvat dlhsie.

* Pri presune stranok medzi pamatou a diskom je kvoli latencii pristupu
vyhodnejsie presuvat menej velkych blokov nez vela malych.
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Optimalna velkost stranky

« Velkost tabuliek stranok je nepriamo Umerny velkosti stranky.

* Nech velkost priemerného procesu je s, velkost PTE e a velkost
stranky p.

- Pocet stranok na proces s/p a velkost PT bude s-e/p.

- Interna fragmentacia pri n segmentoch bude n-p/2.

- Celkovy odhad rezie na tabulku stranok a internd fragmentaciu:
« O(p)=s-e/p+np/2

- Prvy Clen je velky pre malé stranky, druhy clen pre velke stranky.

- Extrém (minimum) dosahuje rézia pre velkost stranky:
 dO(p)/dp =0 - p,,, =V 2s-e/n
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Segmentacia




Segmenty

 Pri strankovani je logicky adresovy priestor procesu linearny. VSetky adresy su
usporiadané sekvencne, s jednym zaciatkom.

« Program sa vSak prirodzene sklada z viacerych suvislych blokov so samostatnym
vyznamom - zo segmentov (text, data, bss, heap, stack, ...).

- Ich velkost sa moze menit (rast) nezavisle od inych segmentov.

- Kazdy ma vlastné hranice a sposob pristupu (rwx).

- Data - jedno pole - jeden segment - prirodzena kontrola hranic.

- Zasobnik - moze rast bez toho, aby hrozilo prekrytie s inymi castami.
- Obsah jednotlivych segmentov sa moze kompilovat samostatne.

- Segment moze byt pouzivany viacerymi procesmi (zdielané kniznice).

« Segmentacia - rozdelenie logického adresového priestoru na samostatné
segmenty.
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Segmentacia

Logicka adresa sa sklada z Cisla segmentu a ofsetu (od zaciatku segmentu).
- Kazdy segment predstavuje samostatny adresovy priestor. Fyzicky sa neprekryvaju.
- Strankovanie je pre programatora transparentné, segmentacia nie je.

- Ochrana a zdielanie st pri segmentacii jednoduchsie. Robi to hardvér (MMU).

Fyzicka adresa sa ziska sictom bazovej adresy segmentu vo fyzickej pamati a ofsetu.

- Na preklad sa pouziva tabulka segmentov. Okrem bazovej adresy obsahuje tiez limit
(velkost) a typ pristupu (rwx).

Stranky maju pevni velkost, segmenty premenlivi (aj pocas vykonavania).
- Vedie to k externej fragmentacii (potreba kompakcie).

Vyhodnejsia je kombinacia segmentacie so strankovanim (vSeobecnejsi pristup).
- Kazdy segment je rozdeleny na stranky. Architektdra Intel Pentium to umoznuje.
- Jediny operacny systém ktory to vyuzival bol IBM (MS) 0S/2 (1987 - 2001).

- Ostatné OS vyuzivaju len jeden (fyzicky) segment (do neho mapuji programové segmenty).
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Virtualny pamatovy priestor




Oblasti virtualnej pamate

* Virtualny adresovy priestor je podeleny na stvislé oblasti VMA (Virtual Memory Area), pricom
kazda je opisana v struktlre typu vin_area_struct.

- Obsahuje zaciatok (vm_start), koniec (vm_end), typ pristupu (a mapovanie na bity v PTE,
vm_page _prot).

- Ak je rozsah adries namapovany na obsah suboru, tak vm_£file a vm_pgoff.
- Mapovanie bez suboru sa nazyva anonymne, stranky sa ukladajd na swap.
- Obsahuje ukazovatele na operacie s VMA (open, close, mprotect, fault, map_pages, ...).

« Kazdy proces ma vo svojej task_struct poloZku mm (typu mm_struct), ktora odkazuje na
zoznam VMA (mmap, mm_rb) a tabulky stranok pgd.

« Kazdy segment programu (text, data, stack, ...) ma vlastni VMA.
- 0S vsak nevie ktora VMA obsahuje ktory segment, pre OS sl rovnake.
— Zoznam dostupny v /proc/pid/maps.

« Nealokované (nenamapované) virtualne adresy nespadaji do rozsahu Ziadnej VMA. Pouzité
adresy ano.
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Mapovanie oblasti

» Systémové volanie mmap () vytvara nové mapovanie vo virtualnom adresovom priestore
procesu.

* void *mmap (void *addr, size_t length, int prot, int flags, int £d,
off t offset);

- Ak je addr rovné NULL, jadro zvoli vhodnu adresu.
— prot: PROT_EXEC | PROT_READ | PROT_WRITE alebo PROT NONE

- flags:MAP_SHARED | MAP PRIVATE, MAP_ANONYMOUS, MAP_HUGETLB, MAP_LOCKED,
MAP_STACK, ...

- Udaje pouzije OS pri nastaveni PTE stranok tvoriacich tdto oblast.
« Vytvori mapovanie od virtualnej adresy ktord vrati s diZkou length.

» Ak je zadany deskriptor otvoreného suboru £d, pamatova oblast bude mapovana na obsah
suboru s posunutim offset od zaciatku suboru.

» Ak ide 0 anonymné mapovanie, £d a of£set sa ignoruju.
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Implementacia virtualnej pamati procesu
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Virtualna a fyzicka pamat
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Overcommit




Knizni¢né funkcie malloc() a free()

« Knizni¢neé funkcie glibc (stdlib.h).

* Funkciamalloc (size) alokuje size bajtov a vrati pointer na
alokovani pamat, alebo NULL v pripade chyby. Funcia free (ptr)
uvolni pamat alokovanu volanim malloc ().

« Kniznica uchovava zretazeny zoznam volnych blokov.

« Kazdy pointer vrateny funkciou malloc () ukazuje “do prostriedku”
struktary (tzv. chungk).

4 .
» Napriklad: pEvS12e
* -~ : chunk { |2 ptr
char *ptr malloc (256); - -
ata
int size = *((int*)ptr - 1);
N e e
// size == 256 /Eprev_size
et J G
chunk | L
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Funkcia malloc() a systémove volania

* Funkciamalloc () alokuje pamat v Casti heap, ktorej celkovi velkost - teda
velkost datoveho segmentu - je mozné nastavit systémovym volanim brk ().

« Pokial je dost volnej pamate v heap-e, funkcia malloc () sa vykona bez
systémoveho volania.

« Ak nie, posunie sa hranica datového segmentu systemovym volanim: int
brk (void *end_data_segment);

* Funkcia £ree () znizi velkost volanim sbrk () a tak vrati pamat, ak na vrchole
casti heap bude savisly volny blok velkosti M_TRIM_TRESHOLD.

« Ak je velkost pozadovanej pamate vacsia nez M_MMAP_TRESHOLD (128kB),
funkciamalloc () pouzije na jej alokaciu systémove volanie mmap ().

- Namapuje noviu anonymnu oblast.

« Parametre alokacie je mozné nastavit funciou mallopt (), napr.
M_CHECK_ACTION. Kontrola konzistentnosti mcheck ().
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Alokacia a dostupna pamat

« Alokacia pamate standardne vyuziva optimistickd stratégiu.
- Ukazuje sa, ze nie vsetky alokované oblasti procesy skutocne aj vyuzivaja.

* Nealokovanie fyzickej pamati pri mapovani, ale az pri prvom pristupe, Setri pamat
ktora by inak bola nevyuzita.

» Ak funkciamalloc () vrati nenulovy pointer neznamena to, ze pamat bude
skutocne k dispozicii.

« Ak sa pri pristupe do pamati zisti, ze nie je mozné uvolnit Ziadnu stranku, OS Linux
(OOM Riller) vyberie proces ktory bude zruseny.

- Toto spravanie je v podstate nekorektne.
« Vlastnosti je mozné nastavovat cez /proc/sys/vm/overcommit_memory.

- 0: heuristika, 1: pamat sa vzdy prideli, 2: sucet velkosti vSetkych namapovanych
oblasti nemoze prekrocit velkost odkladacieho priestoru (swapu) a polovicu
fyzickej pamate (alokovana pamat bude dostupna vzdy).
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Alokacia pamati v jadre




SLOB/SLAB/SLUB alokator

* Jadro poskytuje procesom pamat vzdy v celych strankach.
- Mapovanie oblasti je vzdy zarovnané volanim mmap ().
~ Proces uzZ spravuje pamat sam, napr. heap spravuje malloc ().

» Jadro vsak pre svoju Cinnost bezne potrebuje omnoho mensie casti pamate, alokuje
a uvolnuje rozne Struktiry typickej velkosti.

» Aby sa znizila rézia spojena s alokaciou, jadro udrzuje “predpripravené” objekty roznej
velkosti (8, 16, 32, ..., 8k) a vopred inicializované Struktary.

- Rovnaké objekty si umiestnene v po sebe iducich strankach, co eliminuje fragmentaciu.
Pole objektov rovnakej dlzky sa nazyva slab, skupina slab-ov tvori (slab) cache.

- Kazdy modul (driver) mo6ze mat vlastni cache.

* Objekty zostavaju na mieste, ich pamat netreba zakazdym alokovat, ani uvolnovat. Zostavaju
v inicializovanom stave. Rozhranie poskytuju funkcie kmalloc () /kfree ().

 Pre optimalizaciu pristupu si objekty tiez zarovnané na velkost blokov HW (L1, L2) cache. Ich
rovnomerneé vyuzitie sa dosahuje tzv. farbenim, roznym posunutim od zaciatku stranky.
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slabinfo

$ cat /proc/slabinfo

slabinfo - version: 2.1

# name

<batchcount> <sharedfactor>

vm_area_struct
mm_struct
files_cache
task_struct
kmalloc-8k
kmalloc-4k
kmalloc-2k
kmalloc-1k
kmalloc-512
kmalloc-256
kmalloc-192
kmalloc-128
kmalloc-96
kmalloc-64
kmalloc-32
kmalloc-16
kmalloc-8

81290
780
874
1059

173
1029
1596
3088
3484
4136
7424
4462
5568

27264

78408

71249

89700
780
874
1170

184
1048
1632
3488
4672
4320
7581
4672
6006

28864

80512

75520

130478 132608

200
1088
704
6144
8192
4096
2048
1024
512
256
192
128
96
64
32
16

8

20
30
23
5

4

8
16
32
32
32
21
32
42
64
128
256
512

1

P P P P P P RPN B 0 W 00 00 0 & 0

tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables
tunables

0

O O O O OO OO0 OO0 oo oo o o

0

O O O O OO OO OO0 oo oo o o

<active_objs> <num_objs> <objsize> <objperslab> <pagesperslab>
slabdata <active_slabs> <num_slabs> <sharedavail>

0

O O O O OO OO OO0 oo o o o o

slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata
slabdata

4485
26
38
234

46
131
102
109
146
135
361
146
143
451
629
295
259

tunables <limit>

4485
26
38
234

46
131
102
109
146
135
361
146
143
451
629
295
259

O O O O OO OO0 OO0 O oo oo o o
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Priklad: strankovanie, vyber obete




Priklad: Umiestnenie programu v pamati

* Priklad: Velkost stranky je 1kB a proces ma pridelené sStyri strankové
ramy. Pred zacatim vykonavania Casti programu sa prislusne stranky
nevyuzivali. Kolko nastane vypadkov stranok pri vykonani
nasledujucej casti programu pri pouziti algoritmu vyberu obete
LRU?

e for (i=0; i<n; i++) { A[i] = B[i] + C[i]; }
0x0040 MOV R1l, ZERO

0x0041 MOV R2, N
0x0042 CMP R1, R2

0x0043 JGE 0x0049 0x1800 All]

0x0044 MOV R3, B(R1) 0x1CO00 B[]

0x0045 ADD R3, C(R1) 0x2000 Cl]

0x0046 MOV A(R1l), R3 0x2400 ONE DW 1
0x0047 ADD R1, ONE 0x2401 ZERO DW O
0x0048 JMP 0x0042 0x2402 N DW 1024
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Priklad: Umiestnenie programu v pamati

 Zapis programu vo vyssom jazyku (C):
for (1=0; 1i<n; 1i++) { A[1] = B[1] + C[1]; }

« Po preklade kompilatorom:

0x0040 MOV R1l, ZERO
0x0041 MOV R2, N
0x0042 CMP R1, R2

0x0043 JGE 0x0049 0x1800 All]

0x0044 MOV R3, B(R1) 0x1CO00 B[]

0x0045 ADD R3, C(R1) 0x2000 Cl]

0x0046 MOV A(R1l), R3 0x2400 ONE DW 1
0x0047 ADD R1, ONE 0x2401 ZERO DW O
0x0048 JMP 0x0042 0x2402 N DW 1024
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Priklad: Umiestnenie programu v pamati

» Priklad: Velkost stranky je 1kB a proces ma prideleneé Styri strankové ramy.
Pred zacatim vykonavania casti programu sa prislusné stranky nevyuzivali.
Kolko nastane vypadkov stranok pri vykonani nasledujlcej casti programu
pri pouziti algoritmu vyberu obete LRU?

* Postup:

- Zistime to “simulaciou” vykonavania programu a algoritmu vyberu
obete.

- Aby sme zistili vypadky, musime vediet ktore stranky si v pamati a ku
ktorym strankam sa pristupuje.

- Potrebujeme poznat postupnost odkazov na stranky - reference string.

- Na to potrebujeme poznat v ktorych strankach lezia adresy ktoreé
program vyuziva.
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Priklad: Vypocet Cisla stranky

« Velkost stranky: S,q. = TRB, N,q4. = 108, S,

DB, KI FMFI UK BA, 2021
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« Cislo stranky: N (addr) = addr / S, = shr addr, nq,.
2 4 0 1
}05000}1001 olo|o]ofo]o]o]1
[~ log, S
O 9 0g2 page >
0x0040 MOV R1, ZERO
0x0041 MOV R2, N
0x0042 CMP R1l, R2
0x0043 JGE 0x0049 0x1800 Al]
0x0044 MOV R3, B(R1l) 0x1CO0O0 B[]
0x0045 ADD R3, C(R1l) 0x2000 C[]
0x0046 MOV A(R1l), R3 0x2400 ONE DW 1
0x0047 ADD R1, ONE 0 ZERO DW O
0x0048 JMP 0x0042 0x2402 N DW 1024
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Priklad: Postupnost odkazov na stranky

« Reference string:

- Pri vykonavani uvedenej casti programu bude procesor
postupne robit pristup k nasledujicim strankam.

¢ 0,9009(0,0070,8,0,6,0,9,0)"° 0,0

(0x0040 MOV R1, ZERO 0,9 6 0x1800 A[]
0x0041 MOV R2, N 0,9 .
0x0042 CMP R1, R2 0o - 7 0x1C00 B[]
0x0043 JGE 0x0049 0 -

0{ 0x0044 MOV R3, B(R1l) o,7 8 0x2000 C[]
0x0045 ADD R3, C(R1l) o,s c ..
0x0046 MOV A(R1), R3 o,6 0x2400 ONE
0x0047 ADD R1, ONE 0,9 9<{0x2401 ZERO
\ 0x0048 JMP 0x0042 0o - 0x2402 N
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Priklad: Simulacia algoritmu LRU

« Reference string:
* 0,909(00070,80,6,0,90)°0,0
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