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#### Abstract

A finite automaton is called bideterministic if it is both deterministic and codeterministic - that is, if it is deterministic and its transpose is deterministic as well. The study of such automata in a weighted setting is initiated. All trim bideterministic weighted automata over integral domains and over positive semirings are proved to be minimal. On the contrary, it is observed that this property does not hold over commutative rings in general: non-minimal trim bideterministic weighted automata do exist over all semirings that are not zero-divisor free, and over many such semirings, these automata might not even admit equivalents that are both minimal and bideterministic. The problem of determining whether a given rational series is realised by a bideterministic automaton is shown to be decidable over fields and over tropical semirings. An example of a positive semiring over which this problem becomes undecidable is given as well.
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## 1. Introduction

Unlike the classical nondeterministic finite automata without weights, weighted finite automata might not always be determinisable. Nevertheless, partly due to their relevance for applications such as natural language and speech processing [31] and partly due to their purely theoretical importance, deterministic weighted automata and the questions related to them - such as decidability of determinisability, existence of efficient determinisation algorithms, or characterisations of rational series realised by deterministic weighted automata - have received significant attention. Deterministic weighted automata were studied over specific classes of semirings, such as tropical semirings or fields [ $1,8,9,23,24,26,28,31,32]$, as well as over strong bimonoids [12], often under certain additional restrictions.

Determinism in weighted automata has been a rich source of intriguing questions, many of which remain unsettled. For instance, the decidability status of the determinisability problem for weighted automata is, despite some partial results [23, 24, 28], still open over tropical semirings [27, 28]. Decidability of the same problem for automata over fields - and in particular, over the rational numbers - remained unknown for a long time as well [28, 26], and the problem was only recently proved decidable by J. P. Bell and D. Smertnig [9]. Complexity of this problem stays open [9]. It thus makes sense to take a look at stronger forms of determinism in weighted automata, which may be amenable to a somewhat easier analysis.

Within these lines, deterministic weighted automata with certain additional requirements on their weights have been studied. This includes, for instance, the research on crisp-deterministic weighted automata by M. Ćirić et al. [12]. Another less explored possibility is to examine the weighted counterpart of some particularly simple subclass of deterministic finite automata without weights - that is, to impose further restrictions not only on weights of deterministic weighted automata, but on the concept of determinism itself. This is a direction that we follow in this article.

[^0]More tangibly, this article undertakes the study of bideterministic finite automata in the weighted setting. A finite automaton is bideterministic if it is both deterministic and codeterministic - the latter meaning that the transpose of the automaton, obtained by reversing all transitions and exchanging the roles of initial and terminal states, is deterministic as well. This in particular implies that a bideterministic automaton always contains at most one initial and at most one terminal state. Bideterministic finite automata have been first touched upon from a theoretical perspective by J.-É. Pin [34], as a particular case of reversible finite automata. The fundamental properties of bideterministic finite automata have later been explored mostly by H. Tamm and E. Ukkonen [44, 45], who have shown that a trim bideterministic automaton is always a minimal nondeterministic automaton for the language it recognises - in fact, it is the only minimal nondeterministic finite automaton recognising its language. Minimality is understood here in the strong sense, i.e., with respect to the number of states. An alternative proof of this minimality property of trim bideterministic automata was recently presented by R. S. R. Myers, S. Milius, and H. Urbat [33]. Transition minimality of bideterministic finite automata has also been established [43].

In addition to the above-mentioned studies, bideterministic automata have been - explicitly or implicitly considered in connection to the star height problem [29, 30, 19], from the perspective of language inference [5], in the theory of block codes [41], and within the study of presentations of inverse monoids [42, 21].

We define bideterministic weighted automata over a semiring by analogy to their unweighted counterparts, and study the conditions under which the fundamental property of H. Tamm and E. Ukkonen [44, 45] generalises to the weighted setting. Thus, given a semiring $S$, we ask the following questions: Are all trim bideterministic weighted automata over $S$ minimal? Does every bideterministic automaton over $S$ admit a bideterministic equivalent that is at the same time minimal? We answer both these questions in affirmative when $S$ is an integral domain or a positive - i.e., both zero-sum free and zero-divisor free semiring. On the other hand, we show that the answer to the former question is negative whenever $S$ is not zero-divisor free - and thus also whenever it is a nontrivial commutative ring other than an integral domain. Moreover, we show that the answer to the latter question is negative for a large class of commutative semirings including a multitude of finite commutative rings, and fully understand the answers to this question over the rings $\mathbb{Z} / m \mathbb{Z}$ with $m \in \mathbb{N}$.

We also consider the bideterminisability problem, in which the task is to decide whether a given weighted automaton over a semiring $S$ admits a bideterministic equivalent over $S$. We show that the problem is decidable in polynomial time when $S$ is a field, as it is sufficient to simply minimise the input automaton and check whether the resulting automaton is bideterministic; on the other hand, we give examples showing that this simple procedure might not work over integral domains in general. Next, we establish decidability of the bideterminisability problem over tropical semirings (of nonnegative integers, integers, and rationals). These results suggest that the bideterminisability problem for weighted automata might be somewhat easier than the determinisability problem, whose decidability status over tropical semirings remains open [27, 28], and for which only algorithms lacking efficiency [9] or generality [26] are known in the case of fields. Finally, we give an example of a positive semiring over which the bideterminisability problem is undecidable.

## 2. Preliminaries

We denote by $\mathbb{N}, \mathbb{Z}$, and $\mathbb{Q}$, respectively, the sets of all nonnegative integers, integers, and rational numbers.

A semiring is a quintuple $(S,+, \cdot, 0,1)$ such that $(S,+, 0)$ is a commutative monoid, $(S, \cdot, 1)$ is a monoid, multiplication distributes over addition both from left and from right, and $a \cdot 0=0 \cdot a=0$ holds for all $a \in S$; it is said to be commutative when - is. A semiring $S$ is zero-sum free [18, 20] if $a+b=0$ for some $a, b \in S$ implies $a=b=0$ and zero-divisor free [20], or entire [18], if $a \cdot b=0$ for some $a, b \in S$ implies that $a=0$ or $b=0$. A semiring is positive $[17,22]$ if it is both zero-sum free and zero-divisor free. A ring is a semiring $(R,+, \cdot, 0,1)$ such that $R$ forms an abelian group with addition. An integral domain is a nontrivial zero-divisor free commutative ring. A field is an integral domain $(\mathbb{F},+, \cdot, 0,1)$ such that $\mathbb{F} \backslash\{0\}$ forms an abelian group with multiplication.

The ring of all polynomials over a commutative ring $R$ in indeterminates $x_{1}, \ldots, x_{n}$ for $n \in \mathbb{N} \backslash\{0\}$ is denoted by $R\left[x_{1}, \ldots, x_{n}\right]$. For $\mathbb{F}$ a field, $\mathbb{F}\left(x_{1}, \ldots, x_{n}\right)$ denotes the field of all rational fractions over $\mathbb{F}$ in $x_{1}, \ldots, x_{n}$, i.e., the fraction field of $\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$. The subring of a ring $R$ generated by a set $X \subseteq R$ is the smallest subring of $R$ containing $X$. Given commutative rings $R, R^{\prime}$ such that $R \subseteq R^{\prime}$ and $X \subseteq R^{\prime}$, we denote by $R[X]$ the subring of $R^{\prime}$ generated by $X$ over $R$, i.e., the subring of $R^{\prime}$ generated by $R \cup X$.

An ideal of a semiring $S$ is a nonempty set $I \subseteq S$ such that $a+b$, as, and sa are in $I$ for all $a, b \in I$ and $s \in S$. Given $X \subseteq S$, we denote by $(X)$ the ideal of $S$ generated by $X$, i.e., the smallest ideal of $S$ containing $X$. If $X=\left\{x_{1}, \ldots, x_{n}\right\}$ is a finite set, we write $\left(x_{1}, \ldots, x_{n}\right)$ instead of $\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)$. The quotient ring of a ring $R$ by an ideal $I$ of $R$ is denoted by $R / I$.

Alphabets are assumed to be finite and nonempty. Deterministic finite automata (without weights) are understood to have partial transition functions in this article, which is a natural assumption in the context of bideterministic automata. More precisely, we identify deterministic finite automata with nondeterministic finite automata having at most one initial state such that there is at most one transition upon each letter leading from each state. In particular, a deterministic finite automaton defined like this can be empty. Minimisation of such automata works essentially in the same way as for automata with complete transition functions - the only difference is that there is no dead state in the minimised automaton.

We now briefly recall some basic facts about noncommutative formal power series and weighted automata. More information can be found in [10, 15, 16, 36].

A formal power series over a semiring $S$ and alphabet $\Sigma$ is a mapping $r: \Sigma^{*} \rightarrow S$. The value of $r$ upon $w \in \Sigma^{*}$ is usually denoted by $(r, w)$ and called the coefficient of $r$ at $w$; the coefficient of $r$ at $\varepsilon$, the empty word, is referred to as the constant coefficient. The series $r$ itself is written as

$$
r=\sum_{w \in \Sigma^{*}}(r, w) w
$$

The set of all formal power series over $S$ and $\Sigma$ is denoted by $S\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$.
Given series $r, s \in S\left\langle\left\langle\Sigma^{*}\right\rangle\right.$, their sum $r+s$ and product $r \cdot s$ are defined by $(r+s, w)=(r, w)+(s, w)$ and

$$
(r \cdot s, w)=\sum_{\substack{u, v \in \Sigma^{*} \\ u v=w}}(r, u)(s, v)
$$

for all $w \in \Sigma^{*}$. Every $a \in S$ is identified with a series with constant coefficient $a$ and all other coefficients zero, and every $w \in \Sigma^{*}$ with a series with coefficient 1 at $w$ and zero coefficients at all $x \in \Sigma^{*} \backslash\{w\}$. Thus, for instance, $r=2 a b+3 a b b$ is a series with $(r, a b)=2,(r, a b b)=3$, and $(r, x)=0$ for every $x \in \Sigma^{*} \backslash\{a b, a b b\}$. One may observe that $\left(S\left\langle\left\langle\Sigma^{*}\right\rangle,+, \cdot, 0,1\right)\right.$ is a semiring again.

For $I$ an index set, a family $\left(r_{i} \mid i \in I\right)$ of series from $S\left\langle\left\langle\Sigma^{*}\right\rangle\right.$ is locally finite if $I(w)=\left\{i \in I \mid\left(r_{i}, w\right) \neq 0\right\}$ is finite for all $w \in \Sigma^{*}$. The sum over the family $\left(r_{i} \mid i \in I\right)$ can then be defined by

$$
\sum_{i \in I} r_{i}=r
$$

where the coefficient $(r, w)$ at each $w \in \Sigma^{*}$ is given by a finite sum

$$
(r, w)=\sum_{i \in I(w)}\left(r_{i}, w\right)
$$

The support of $r \in S\left\langle\left\langle\Sigma^{*}\right\rangle\right.$ is the language

$$
\operatorname{supp}(r)=\left\{w \in \Sigma^{*} \mid(r, w) \neq 0\right\}
$$

The left quotient of $r \in S\left\langle\left\langle\Sigma^{*}\right\rangle\right.$ by a word $x \in \Sigma^{*}$ is a series $x^{-1} r$ such that $\left(x^{-1} r, w\right)=(r, x w)$ for all $w \in \Sigma^{*}$.
A weighted (finite) automaton over a semiring $S$ and alphabet $\Sigma$ is a quadruple $\mathcal{A}=(Q, \sigma, \iota, \tau)$, where $Q$ is a finite set of states, $\sigma: Q \times \Sigma \times Q \rightarrow S$ a transition weighting function, $\iota: Q \rightarrow S$ an initial weighting function, and $\tau: Q \rightarrow S$ a terminal weighting function. We often assume without loss of generality that $Q=[n]=\{1, \ldots, n\}$ for some nonnegative integer $n$; we write $\mathcal{A}=(n, \sigma, \iota, \tau)$ instead of $\mathcal{A}=([n], \sigma, \iota, \tau)$ in that case.

A transition of $\mathcal{A}=(Q, \sigma, \iota, \tau)$ is a triple $(p, c, q) \in Q \times \Sigma \times Q$ such that $\sigma(p, c, q) \neq 0$. A run of $\mathcal{A}$ is a word $\gamma=q_{0} c_{1} q_{1} c_{2} q_{2} \ldots q_{n-1} c_{n} q_{n} \in(Q \Sigma)^{*} Q$, for some $n \in \mathbb{N}$, such that $q_{0}, \ldots, q_{n} \in Q, c_{1}, \ldots, c_{n} \in \Sigma$, and $\left(q_{k-1}, c_{k}, q_{k}\right)$ is a transition for $k=1, \ldots, n$; we also say that $\gamma$ is a run from $q_{0}$ to $q_{n}$ and that $\gamma$ passes through the states $q_{0}, \ldots, q_{n}$. Moreover, we write $\lambda(\gamma)=c_{1} c_{2} \ldots c_{n} \in \Sigma^{*}$ for the label of $\gamma$ and $\sigma(\gamma)=\sigma\left(q_{0}, c_{1}, q_{1}\right) \sigma\left(q_{1}, c_{2}, q_{2}\right) \ldots \sigma\left(q_{n-1}, c_{n}, q_{n}\right) \in S$ for the value of $\gamma$; we also say that $\gamma$ is $a$ run upon $\lambda(\gamma)$. The monomial $\|\gamma\| \in S\left\langle\left\langle\Sigma^{*}\right\rangle\right.$ realised by the run $\gamma$ is defined by

$$
\|\gamma\|=\left(\iota\left(q_{0}\right) \sigma(\gamma) \tau\left(q_{n}\right)\right) \lambda(\gamma)
$$

If we denote by $\mathcal{R}(\mathcal{A})$ the set of all runs of the automaton $\mathcal{A}$, then the family of monomials $(\|\gamma\| \mid \gamma \in \mathcal{R}(\mathcal{A}))$ is obviously locally finite and the behaviour of $\mathcal{A}$ can be defined by the infinite sum

$$
\|\mathcal{A}\|=\sum_{\gamma \in \mathcal{R}(\mathcal{A})}\|\gamma\|
$$

In particular, $\|\mathcal{A}\|=0$ if $Q=\emptyset$. A series $r \in S\left\langle\left\langle\Sigma^{*}\right\rangle\right.$ is rational over $S$ if $r=\|\mathcal{A}\|$ for some weighted automaton $\mathcal{A}$ over $S$ and $\Sigma$.

A state $q \in Q$ of a weighted automaton $\mathcal{A}=(Q, \sigma, \iota, \tau)$ over $S$ and $\Sigma$ is said to be accessible if there is a run in $\mathcal{A}$ from some $p \in Q$ satisfying $\iota(p) \neq 0$ to $q .{ }^{2}$ Dually, a state $q \in Q$ is coaccessible if there is a run in $\mathcal{A}$ from $q$ to some $p \in Q$ such that $\tau(p) \neq 0$. The automaton $\mathcal{A}$ is trim if all its states are both accessible and coaccessible [36].

Given a weighted automaton $\mathcal{A}=(Q, \sigma, \iota, \tau)$ and $q \in Q$, we denote by $\|\mathcal{A}\|_{q}$ the future of $q$, i.e., the series realised by an automaton $\mathcal{A}_{q}=\left(Q, \sigma, \iota_{q}, \tau\right)$ with $\iota_{q}(q)=1$ and $\iota_{q}(p)=0$ for all $p \in Q \backslash\{q\}$. Similarly, we denote by ${ }_{q}\|\mathcal{A}\|$ the past of $q$, i.e., the series realised by an automaton ${ }_{q} \mathcal{A}=\left(Q, \sigma, \iota, \tau_{q}\right)$ with $\tau_{q}(q)=1$ and $\tau_{q}(p)=0$ for all $p \in Q \backslash\{q\}$.

Let $S^{m \times n}$ be the set of all $m \times n$ matrices over $S$. A linear representation of a weighted automaton $\mathcal{A}=(n, \sigma, \iota, \tau)$ over $S$ and $\Sigma$ is given by $\mathcal{P}_{\mathcal{A}}=(n, \mathbf{i}, \mu, \mathbf{f})$, where $\mathbf{i}=(\iota(1), \ldots, \iota(n)), \mu:\left(\Sigma^{*}, \cdot\right) \rightarrow\left(S^{n \times n}, \cdot\right)$ is a monoid homomorphism such that for all $c \in \Sigma$ and $i, j \in[n]$, the entry of $\mu(c)$ in the $i$-th row and $j$-th column is given by $\sigma(i, c, j)$, and $\mathbf{f}=(\tau(1), \ldots, \tau(n))^{T}$. The representation $\mathcal{P}_{\mathcal{A}}$ describes $\mathcal{A}$ unambiguously, and $(\|\mathcal{A}\|, w)=\mathbf{i} \mu(w) \mathbf{f}$ holds for all $w \in \Sigma^{*}$.

As a consequence of this connection to linear representations, methods of linear algebra can be employed in the study of weighted automata over fields. This leads to a particularly well-developed theory, including a polynomial-time minimisation algorithm, whose basic ideas go back to M.-P. Schützenberger [40] and which has been explicitly described by A. Cardon and M. Crochemore [11]. The reader may consult [10, 36, 37] for a detailed exposition.

We only note here that the gist of this minimisation algorithm lies in an observation that given a weighted automaton $\mathcal{A}$ over a field $\mathbb{F}$ and alphabet $\Sigma$ with $\mathcal{P}_{\mathcal{A}}=(n, \mathbf{i}, \mu, \mathbf{f})$, one can find in polynomial time a finite language $L=\left\{x_{1}, \ldots, x_{m}\right\}$ of words over $\Sigma$ such that $L$ is prefix-closed and the vectors $\mathbf{i} \mu\left(x_{1}\right), \ldots, \mathbf{i} \mu\left(x_{m}\right)$ form a basis of the vector subspace $\operatorname{Left}(\mathcal{A})$ of $\mathbb{F}^{1 \times n}$ generated by $\mathbf{i} \mu(x)$ for $x \in \Sigma^{*}$. Such a language $L$ is called a left basic language of $\mathcal{A}$. Similarly, one can find in polynomial time a right basic language of $\mathcal{A}-$ i.e., a finite language $R=\left\{y_{1}, \ldots, y_{k}\right\}$ of words over $\Sigma$ that is suffix-closed, and the vectors $\mu\left(y_{1}\right) \mathbf{f}, \ldots, \mu\left(y_{k}\right) \mathbf{f}$ form a basis of the vector subspace $\operatorname{Right}(\mathcal{A})$ of $\mathbb{F}^{n \times 1}$ generated by the vectors $\mu(y) \mathbf{f}$ for $y \in \Sigma^{*}$.

The actual minimisation algorithm then consists of two reduction steps. The input automaton $\mathcal{A}$ with representation $\mathcal{P}_{\mathcal{A}}=(n, \mathbf{i}, \mu, \mathbf{f})$ is first transformed into an equivalent automaton $\mathcal{B}$ with $\mathcal{P}_{\mathcal{B}}=\left(k, \mathbf{i}^{\prime}, \mu^{\prime}, \mathbf{f}^{\prime}\right)$. Here, $k \leq n$ is the size of the right basic language $R=\left\{y_{1}, \ldots, y_{k}\right\}$ of $\mathcal{A}$ with $y_{1}=\varepsilon$,

$$
\begin{equation*}
\mathbf{i}^{\prime}=\mathbf{i} Y, \quad \mu^{\prime}(c)=Y_{\ell}^{-1} \mu(c) Y \text { for all } c \in \Sigma, \quad \text { and } \quad \mathbf{f}^{\prime}=(1,0, \ldots, 0)^{T} \tag{1}
\end{equation*}
$$

where $Y \in \mathbb{F}^{n \times k}$ is a matrix of full column rank with columns $\mu\left(y_{1}\right) \mathbf{f}, \ldots, \mu\left(y_{k}\right) \mathbf{f}$ and $Y_{\ell}^{-1} \in \mathbb{F}^{k \times n}$ is its left inverse matrix. The automaton $\mathcal{B}$ is then transformed into a minimal equivalent automaton $\mathcal{C}$ with $\mathcal{P}_{\mathcal{C}}=\left(m, \mathbf{i}^{\prime \prime}, \mu^{\prime \prime}, \mathbf{f}^{\prime \prime}\right)$. Here, $m \leq k$ is the size of the left basic language $L=\left\{x_{1}, \ldots, x_{m}\right\}$ of $\mathcal{B}$ with $x_{1}=\varepsilon$,

$$
\begin{equation*}
\mathbf{i}^{\prime \prime}=(1,0, \ldots, 0), \quad \mu^{\prime \prime}(c)=X \mu^{\prime}(c) X_{r}^{-1} \text { for all } c \in \Sigma, \quad \text { and } \quad \mathbf{f}^{\prime \prime}=X \mathbf{f}^{\prime}, \tag{2}
\end{equation*}
$$

[^1]where $X \in \mathbb{F}^{m \times k}$ is a matrix of full row rank with rows $\mathbf{i}^{\prime} \mu^{\prime}\left(x_{1}\right), \ldots, \mathbf{i}^{\prime} \mu^{\prime}\left(x_{m}\right)$ and $X_{r}^{-1}$ is its right inverse matrix. As the vector space $\operatorname{Left}(\mathcal{B})$ - which is the row space of $X$ - is invariant under $\mu^{\prime}(c)$ for all $c \in \Sigma$, it follows that
\[

$$
\begin{equation*}
\mathbf{i}^{\prime \prime} X=\mathbf{i}^{\prime}, \quad \mu^{\prime \prime}(c) X=X \mu^{\prime}(c) \text { for all } c \in \Sigma, \quad \text { and } \quad \mathbf{f}^{\prime \prime}=X \mathbf{f}^{\prime} \tag{3}
\end{equation*}
$$

\]

showing that the resulting automaton $\mathcal{C}$ is conjugate $[6,7]$ to $\mathcal{B}$ by the matrix $X$. Thus $\mathbf{i}^{\prime \prime} \mu^{\prime \prime}(x) X=\mathbf{i}^{\prime} \mu^{\prime}(x)$ for all $x \in \Sigma^{*}$, so that the vector $\mathbf{i}^{\prime \prime} \mu^{\prime \prime}(x)$ represents the coordinates of $\mathbf{i}^{\prime} \mu^{\prime}(x)$ with respect to the basis $\left(\mathbf{i}^{\prime} \mu^{\prime}\left(x_{1}\right), \ldots, \mathbf{i}^{\prime} \mu^{\prime}\left(x_{m}\right)\right)$ of the space Left $(\mathcal{B})$. In particular, note that $\left(\mathbf{i}^{\prime \prime} \mu^{\prime \prime}\left(x_{1}\right), \ldots, \mathbf{i}^{\prime \prime} \mu^{\prime \prime}\left(x_{m}\right)\right)$ is the standard basis of $\mathbb{F}^{m}$.

Finally, let us mention that any weighted automaton $\mathcal{A}$ over $\mathbb{F}$ and $\Sigma$ with representation $\mathcal{P}_{\mathcal{A}}=(n, \mathbf{i}, \mu, \mathbf{f})$ gives rise to a linear mapping $\left.\Lambda[\mathcal{A}]: \operatorname{Left}(\mathcal{A}) \rightarrow \mathbb{F}\left\langle\Sigma^{*}\right\rangle\right\rangle$, uniquely defined by

$$
\begin{equation*}
\Lambda[\mathcal{A}]: \mathbf{i} \mu(x) \mapsto \sum_{w \in \Sigma^{*}}(\mathbf{i} \mu(x) \mu(w) \mathbf{f}) w=x^{-1}\|\mathcal{A}\| \tag{4}
\end{equation*}
$$

for all $x \in \Sigma^{*}$. This mapping is always injective when $\mathcal{A}$ is a minimal automaton realising its behaviour [37].

## 3. Bideterministic Weighted Automata over a Semiring

In the same way as for finite automata without weights [44, 45], we say that a weighted automaton $\mathcal{A}$ is bideterministic if both $\mathcal{A}$ and its transpose are deterministic; in particular, $\mathcal{A}$ necessarily contains at most one state with nonzero initial weight and at most one state with nonzero terminal weight. This is made more precise by the following definition.

Definition 3.1. Let $S$ be a semiring and $\Sigma$ an alphabet. A weighted automaton $\mathcal{A}=(Q, \sigma, \iota, \tau)$ over $S$ and $\Sigma$ is bideterministic if all of the following conditions are satisfied:
(i) There is at most one state $p \in Q$ such that $\iota(p) \neq 0$.
(ii) If $\sigma(p, c, q) \neq 0$ and $\sigma\left(p, c, q^{\prime}\right) \neq 0$ for $p, q, q^{\prime} \in Q$ and $c \in \Sigma$, then $q=q^{\prime}$.
(iii) There is at most one state $q \in Q$ such that $\tau(q) \neq 0$.
(iv) If $\sigma(p, c, q) \neq 0$ and $\sigma\left(p^{\prime}, c, q\right) \neq 0$ for $p, p^{\prime}, q \in Q$ and $c \in \Sigma$, then $p=p^{\prime}$.

The conditions $(i)$ and (ii) assure that the automaton $\mathcal{A}$ is deterministic, while the remaining two conditions assure that $\mathcal{A}$ is codeterministic.

It has been shown by H. Tamm and E. Ukkonen [44, 45] that a trim bideterministic automaton without weights is always a minimal nondeterministic automaton for the language it recognises. Every language recognised by some bideterministic automaton thus also admits a minimal automaton that is bideterministic. Moreover, by uniqueness of minimal deterministic finite automata and existence of efficient minimisation algorithms, it is decidable whether a rational language is recognised by a bideterministic automaton.

In what follows, we ask whether these properties generalise to bideterministic weighted automata over some semiring $S$. That is, given a semiring $S$, we are interested in the following three questions. ${ }^{3}$

Question 1. Is every trim bideterministic weighted automaton over $S$ necessarily minimal?
Question 2. Does every bideterministic weighted automaton over $S$ admit an equivalent minimal weighted automaton over $S$ that is bideterministic?

Question 3. Is it decidable whether a weighted automaton over $S$ admits a bideterministic equivalent?
An affirmative answer to Question 1 clearly implies an affirmative answer to Question 2 as well. We study the first two questions in Section 4 and the last question in Section 5.

[^2]
## 4. The Minimality Property of Bideterministic Automata

We now study the conditions on a semiring $S$ under which the trim bideterministic weighted automata over $S$ are always minimal, and answer Question 1, as well as the related Question 2, for three representative classes of semirings.

In particular, we show that every trim bideterministic weighted automaton over a field - or, more generally, over an integral domain - is minimal. The same property is observed for bideterministic weighted automata over positive semirings, including for instance the tropical semirings and semirings of formal languages. On the other hand, we observe that the first question has a negative answer over every semiring that is not zero-divisor free - and thus, in particular, also over every nontrivial commutative ring other than an integral domain. For the second question, we obtain a negative answer for a large class of commutative semirings, which also includes numerous finite commutative rings. Moreover, we completely characterise the rings $\mathbb{Z} / m \mathbb{Z}$ with $m \in \mathbb{N}$, over which this question admits an affirmative answer.

### 4.1. Fields and Integral Domains

The minimality property of trim bideterministic weighted automata over fields follows by the fact that the Cardon-Crochemore minimisation algorithm for these automata, described in Section 2, preserves both bideterminism and the number of useful states of a bideterministic automaton, as we now observe.

Theorem 4.1. Let $\mathcal{A}$ be a bideterministic weighted automaton over a field $\mathbb{F}$. Then the Cardon-Crochemore minimisation algorithm applied to $\mathcal{A}$ outputs a bideterministic weighted automaton $\mathcal{C}$. Moreover, if $\mathcal{A}$ is trim, then $\mathcal{C}$ has the same number of states as $\mathcal{A}$.

Proof. Let $\mathcal{P}=(n, \mathbf{i}, \mu, \mathbf{f})$ be a linear representation of some bideterministic weighted automaton $\mathcal{D}$. Then there is at most one nonzero entry in each row and column of $\mu(c)$ for each $c \in \Sigma$, and at most one nonzero entry in $\mathbf{i}$ and $\mathbf{f}$.

Moreover, the words $x_{1}, \ldots, x_{m}$ of the left basic language of $\mathcal{D}$ correspond bijectively to accessible states of $\mathcal{D}$ and the vector $\mathbf{i} \mu\left(x_{i}\right)$ contains, for $i=1, \ldots, m$, exactly one nonzero entry at the position determined by the state corresponding to $x_{i}$. Similarly, the words $y_{1}, \ldots, y_{k}$ of the right basic language of $\mathcal{D}$ correspond to coaccessible states and the vector $\mu\left(y_{i}\right) \mathbf{f}$ contains, for $i=1, \ldots, k$, exactly one nonzero entry. Thus, using these vectors to form the matrices $X$ and $Y$ as in Section 2, we see that one obtains monomial matrices after removing the zero columns from $X$ and the zero rows from $Y$. As a result, a right inverse $X_{r}^{-1}$ of $X$ can be obtained by taking the reciprocals of all nonzero entries of $X$ and transposing the resulting matrix, and similarly for a left inverse $Y_{\ell}^{-1}$ of $Y$.

The matrices $X \mu(c) X_{r}^{-1}$ and $Y_{\ell}^{-1} \mu(c) Y$ for $c \in \Sigma^{*}$ clearly contain at most one nonzero entry in each row and column, and the vectors $\mathbf{i} Y$ and $X \mathbf{f}$ contain at most one nonzero entry as well. This means that the reduction step (1) applied to a bideterministic automaton $\mathcal{A}$ yields a bideterministic automaton $\mathcal{B}$, and that the reduction step (2) applied to the bideterministic automaton $\mathcal{B}$ yields a bideterministic minimal automaton $\mathcal{C}$ as an output of the algorithm.

When $\mathcal{A}$ is in addition trim, then what has been said implies that the words of the right basic language of $\mathcal{A}$ correspond bijectively to states of $\mathcal{A}$, so that the automaton $\mathcal{B}$ obtained via (1) has the same number of states as $\mathcal{A}$. This automaton is obviously trim as well, and the words of the left basic language of $\mathcal{B}$ correspond bijectively to states of $\mathcal{B}$. Hence, the automaton $\mathcal{C}$ obtained via (2) also has the same number of states as $\mathcal{A}$.

As every integral domain can be embedded into its field of fractions, the property established above holds for automata over integral domains as well.

Corollary 4.2. Every trim bideterministic weighted automaton over an integral domain is minimal.

### 4.2. Other Commutative Rings

We now show that the property established above for weighted automata over integral domains cannot be generalised to automata over commutative rings. In fact, we observe that non-minimal trim bideterministic weighted automata do exist over every semiring that is not zero-divisor free - and thus also over every nontrivial commutative ring that is not an integral domain. Moreover, we exhibit a class of commutative semirings $S$ such that bideterministic weighted automata over $S$ do not even always admit a minimal bideterministic equivalent - although this class includes many finite commutative rings as well, it includes neither all nontrivial commutative rings other than integral domains, nor all such finite rings.

Let us start by a simple observation showing that the answer to Question 1 of Section 3 is negative whenever the semiring in consideration is not zero-divisor free.
Theorem 4.3. Let $S$ be a semiring that is not zero-divisor free. Then there exists a trim bideterministic weighted automaton $\mathcal{A}$ over $S$ that is not minimal.
Proof. As $S$ is not zero-divisor free, one can find $s, t \in S \backslash\{0\}$ such that $s t=0$. Given such elements, consider the automaton $\mathcal{A}$ in Fig. 1.


Figure 1: A trim bideterministic weighted automaton $\mathcal{A}$ over $S$ that is not minimal.
The automaton $\mathcal{A}$ clearly is both trim and bideterministic. However, it is not minimal: $\|\mathcal{A}\|=0$, and the minimal automaton for this series is empty.
Corollary 4.4. Let $R$ be a commutative ring. Then the following are equivalent:
(i) Every trim bideterministic weighted automaton $\mathcal{A}$ over $R$ is minimal.
(ii) $R$ is either trivial, or an integral domain.

Classification of commutative rings with affirmative answer to Question 2 of Section 3 seems to be less straightforward. We first show that the answer to this question is negative over a large class of commutative semirings including also many finite commutative rings.
Theorem 4.5. Let $S$ be a commutative semiring containing elements $s, t, s^{\prime}, t^{\prime} \in S$ such that st $\neq 0 \neq s^{\prime} t^{\prime}$ and $s t^{\prime}=0=s^{\prime} t$. Then there is a trim bideterministic weighted automaton $\mathcal{A}$ over $S$ such that none of the minimal automata for $\|\mathcal{A}\|$ is bideterministic.
Proof. Consider a trim bideterministic weighted automaton $\mathcal{A}$ over $S$ depicted in Fig. 2. Clearly,

$$
\|\mathcal{A}\|=s t \cdot a b a+s^{\prime} t^{\prime} \cdot b b
$$

The automaton $\mathcal{A}$ is not minimal, as the same series is realised by a smaller automaton $\mathcal{B}$ in Fig. 3:

$$
\|\mathcal{B}\|=s t \cdot a b a+s^{\prime} t^{\prime} \cdot b b=\|\mathcal{A}\| .
$$

This gives an alternative way to obtain the negative answer to Question 1 of Section 3 over $S$.
We show that $\|\mathcal{A}\|$ actually is not realised by any bideterministic weighted automaton over $S$ with less than five states. This implies that $\mathcal{A}$ is a counterexample to Question 2 of Section 3, and eventually completes the proof.

Indeed, consider a bideterministic weighted automaton $\mathcal{C}=(Q, \sigma, \iota, \tau)$ such that $\|\mathcal{C}\|=\|\mathcal{A}\|$. At least one state with nonzero initial weight is needed to realise $\|\mathcal{A}\|$ by $\mathcal{C}$, as $\|\mathcal{A}\| \neq 0$. Let us call this state 1 .

As $(\|\mathcal{A}\|, a b a)=s t \neq 0$, there is a transition on $a$ in $\mathcal{C}$ leading from 1 . This cannot be a loop at 1 , as otherwise $b a$ would have a nonzero coefficient in $\|\mathcal{C}\|$, contradicting $\|\mathcal{C}\|=\|\mathcal{A}\|$. It thus leads to some new state, say, 2.

There has to be a transition on $b$ leading from 2 and in the same way as above, we observe that it can lead neither to 1 , nor to 2 , as otherwise $a$ or $a a$ would have a nonzero coefficient in $\|\mathcal{C}\|$. It thus leads to some new state 3 .


Figure 2: The trim bideterministic weighted automaton $\mathcal{A}$ over $S$.


Figure 3: The four-state weighted automaton $\mathcal{B}$ over $S$ equivalent to $\mathcal{A}$.

Similar reasoning as above gives us existence of another state 4 , to which a transition on $a$ leads from 3, and which has a nonzero terminal weight $\tau(4)$.

Existence of one more state has to be established in order to finish the proof. To this end, observe that $(\|\mathcal{A}\|, b b)=s^{\prime} t^{\prime} \neq 0$, so that $\mathcal{C}$ has a transition from 1 on $b$, which cannot be a loop at 1 , as otherwise $b$ would have a nonzero coefficient in $\|\mathcal{C}\|$. This transition cannot lead to 2 either, as there already is a transition on $b$ from 2 to 3 , so that $b b$ would have coefficient 0 in $\|\mathcal{C}\|$. Likewise, it cannot lead to 3 , as there already is a transition on $b$ from 2 to 3 and $\mathcal{C}$ is supposed to be bideterministic. Finally, it also cannot lead to 4 , as otherwise there would have to be a loop labelled by $b$ at 4 and $b$ would have a nonzero coefficient in $\|\mathcal{C}\|$. The transition on $b$ from 1 thus indeed leads to some new state 5 .

Several natural classes of semirings satisfying the assumptions of Theorem 4.5 can be readily identified.
Corollary 4.6. Let $S$ be a commutative semiring with elements $u, v \in S$ such that $u v=0$ and $u^{2} \neq 0 \neq v^{2}$. Then there is a trim bideterministic weighted automaton $\mathcal{A}$ over $S$ such that none of the minimal automata for $\|\mathcal{A}\|$ is bideterministic.
Proof. Take $s=t=u$ and $s^{\prime}=t^{\prime}=v$ in Theorem 4.5.
Note that the class of commutative semirings from Corollary 4.6 also includes many finite commutative rings. In particular, the ring $\mathbb{Z} / m \mathbb{Z}$ of integers modulo a positive integer $m$ falls into this class whenever $m$ has at least two distinct prime factors.

Corollary 4.7. Let $m$ be a positive integer with at least two distinct prime factors. Then there is a trim bideterministic weighted automaton $\mathcal{A}$ over $\mathbb{Z} / m \mathbb{Z}$, the finite commutative ring of integers modulo $m$, such that none of the minimal automata for $\|\mathcal{A}\|$ is bideterministic.
Proof. For $p$ a prime factor of $m$ and $k \in \mathbb{N} \backslash\{0\}$ the highest exponent such that $p^{k}$ divides $m$, let $q=m / p^{k}$. Then the ring $\mathbb{Z} / m \mathbb{Z}$ satisfies the assumptions of Corollary 4.6 with $u=p^{k}$ and $v=q$.

Let us mention one more particular class of semirings satisfying the assumptions of Theorem 4.5. This class includes, e.g., the commutative ring $\mathbb{Q}[x, y] /\left(x^{2}, y^{2}\right)$.

Corollary 4.8. Let $S$ be a commutative semiring with elements $u, v \in S$ such that $u v \neq 0$ and $u^{2}=0=v^{2}$. Then there is a trim bideterministic weighted automaton $\mathcal{A}$ over $S$ such that none of the minimal automata for $\|\mathcal{A}\|$ is bideterministic.

Proof. Take $s=t^{\prime}=u$ and $t=s^{\prime}=v$ in Theorem 4.5.

Remark 4.9. The class of commutative semirings satisfying Theorem 4.5 can be conveniently described in terms of zero-divisor graphs [3, 4, 13, 14] - more precisely, in terms of their looped version appearing, e.g., in [3]. Let $S$ be a commutative semiring and $Z(S)^{*}$ its set of nontrivial divisors of zero, i.e.,

$$
Z(S)^{*}=Z(S) \backslash\{0\}
$$

for

$$
Z(S)=\{a \in S \mid \exists b \in S \backslash\{0\}: a b=0\}
$$

The zero-divisor graph of $S$ then is a possibly infinite undirected graph with $Z(S)^{*}$ as its set of vertices such that vertices $a, b \in Z(S)^{*}$ are connected by an edge (a loop in case $a=b$ ) if and only if $a b=0$.

A commutative semiring $S$ satisfies the assumptions of Theorem 4.5 if and only if its zero-divisor graph contains not necessarily distinct vertices $s, t, s^{\prime}, t^{\prime}$ such that there are edges connecting $s$ with $t^{\prime}$ and $s^{\prime}$ with $t$, while there are no edges connecting $s$ with $t$ and $s^{\prime}$ with $t^{\prime}$. This "configuration" is illustrated in Fig. 4.


Figure 4: A "configuration" that has to be contained in the zero-divisor graph of every commutative semiring satisfying the assumptions of Theorem 4.5. Full lines in the diagram represent edges, while dotted lines should be interpreted as nonexistent edges. The vertices $s, t, s^{\prime}, t^{\prime}$ might not be distinct, so a line between two vertices may also indicate (non)existence of a loop.

Remark 4.10. Theorem 4.5 significantly narrows the class of commutative semirings, for which Question 2 of Section 3 may admit an affirmative answer. Although we show below that this actually also happens for some finite commutative rings other than integral domains, Theorem 4.5 implies that some special properties are needed for this to be the case. More precisely, the set of zero divisors $Z(S)$ in a commutative semiring $S$ is obviously always closed under multiplication by an arbitrary element of $S$, but it may have little additive structure in general - see, e.g., [3] for the case of rings. It follows by Theorem 4.5 that $Z(S)$ is an ideal of $S$ whenever $S$ is a commutative semiring such that all bideterministic weighted automata over $S$ admit an equivalent minimal automaton that is bideterministic as well. Indeed, if $a, b \in Z(S)$ are elements of $S$ such that $a+b \notin Z(S)$ and $c, d \in S \backslash\{0\}$ satisfy $a c=b d=0$, then

$$
0 \neq(a+b) c=a c+b c=b c
$$

and

$$
0 \neq(a+b) d=a d+b d=a d
$$

Thus, by applying Theorem 4.5 with $s=a, t=d, s^{\prime}=b$, and $t^{\prime}=c$, we find out that there is a bideterministic weighted automaton over $S$ such that none of the equivalent minimal automata is bideterministic.

The condition of $Z(S)$ forming an ideal is thus necessary in order for Question 2 of Section 3 to have an affirmative answer over a commutative semiring $S$. It is not a sufficient condition, as can be exemplified by the commutative ring $R=\mathbb{Q}[x, y] /\left(x^{2}, y^{2}\right)$, which satisfies the conditions of Corollary 4.8 although $Z(R)$ clearly is an ideal of $R$.

We leave open the full characterisation of commutative rings, over which bideterministic weighted automata always admit minimal bideterministic equivalents. However, in what follows we at least characterise the rings $\mathbb{Z} / m \mathbb{Z}$ with this property. Recall that the answer to Question 2 of Section 3 is affirmative over fields and integral domains; this includes all the fields $\mathbb{Z} / m \mathbb{Z}$ with $m$ prime and the integral domain $\mathbb{Z} \cong \mathbb{Z} / 0 \mathbb{Z}$. The answer is also clearly affirmative over the trivial ring $\mathbb{Z} / 1 \mathbb{Z}$. On the other hand, the answer to the said question is negative by Corollary 4.7 when $m$ contains at least two distinct prime factors. The only case left unexplored thus is the one with $m=p^{k}$ for $p$ prime and $k \geq 2$ an integer. We now show that the answer to Question 2 of Section 3 is affirmative for all rings $\mathbb{Z} / m \mathbb{Z}$ with $m$ taking this form.

In order to obtain this result, we need the following lemma about linear combinations in the module $\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)^{n}$ over the ring $\mathbb{Z} / p^{k} \mathbb{Z}$.

Lemma 4.11. Let $p$ be a prime, $k, n \in \mathbb{N} \backslash\{0\}$, and $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n-1}$ vectors in $\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)^{n}$. Then there exists at least one index $j \in[n]$, for which there are no $a_{1}, \ldots, a_{n-1} \in \mathbb{Z} / p^{k} \mathbb{Z}$ and $b \in\left(\mathbb{Z} / p^{k} \mathbb{Z}\right) \backslash\{0\}$ such that

$$
a_{1} \mathbf{v}_{1}+\ldots+a_{n-1} \mathbf{v}_{n-1}=b \mathbf{e}_{j}
$$

where

$$
\mathbf{e}_{j}=(\underbrace{0, \ldots, 0}_{j-1}, 1, \underbrace{0, \ldots, 0}_{n-j}) .
$$

Proof. Suppose for contradiction that there is a prime number $p$ and $k, n \in \mathbb{N} \backslash\{0\}$, for which the statement of the lemma does not hold, i.e., one can find vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n-1} \in\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)^{n}$ such that a nonzero multiple of $\mathbf{e}_{j}$ belongs to

$$
\left\langle\mathbf{v}_{1}, \ldots, \mathbf{v}_{n-1}\right\rangle=\left\{a_{1} \mathbf{v}_{1}+\ldots+a_{n-1} \mathbf{v}_{n-1} \mid a_{1}, \ldots, a_{n-1} \in \mathbb{Z} / p^{k} \mathbb{Z}\right\}
$$

for $j=1, \ldots, n$. Note that since $p^{k-1}$ is a multiple of every nonzero element of $\mathbb{Z} / p^{k} \mathbb{Z}$, we actually get

$$
\begin{equation*}
p^{k-1} \mathbf{e}_{1}, \ldots, p^{k-1} \mathbf{e}_{n} \in\left\langle\mathbf{v}_{1}, \ldots, \mathbf{v}_{n-1}\right\rangle \tag{5}
\end{equation*}
$$

This is impossible for $n=1$, so we may assume for the rest of the proof that $n \geq 2$.
We now observe that with some care, a variant of Gaussian elimination can be applied to the vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n-1}$. Take $i \in[n-1]$ and $j \in[n]$ such that the highest power of $p$ dividing the $j$-th entry of $\mathbf{v}_{i}$ is minimised - then all entries of the vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n-1}$ are multiples of the $j$-th entry of $\mathbf{v}_{i}$ over $\mathbb{Z} / p^{k} \mathbb{Z}$. This $j$-th entry of $\mathbf{v}_{i}$ has to be nonzero, as otherwise all of the vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n-1}$ would be zero, contradicting (5). Moreover, we may assume without loss of generality that actually $j=1$, as we can relabel the indices when this is not the case. Then, by subtracting suitable multiples of $\mathbf{v}_{i}$ from the remaining vectors and switching the first and the $i$-th vector, we obtain vectors $\mathbf{v}_{1}^{(1)}, \ldots, \mathbf{v}_{n-1}^{(1)}$ such that

$$
\begin{equation*}
p^{k-1} \mathbf{e}_{1}, \ldots, p^{k-1} \mathbf{e}_{n} \in\left\langle\mathbf{v}_{1}^{(1)}, \ldots, \mathbf{v}_{n-1}^{(1)}\right\rangle \tag{6}
\end{equation*}
$$

and $\mathbf{v}_{1}^{(1)}$ is the only vector with nonzero entry in the first column. Moreover, all entries of these vectors are multiples of the first entry of $\mathbf{v}_{1}^{(1)}$ over $\mathbb{Z} / p^{k} \mathbb{Z}$, so that $p^{k-1} \mathbf{e}_{1}$ is the only among the vectors $p^{k-1} \mathbf{e}_{1}, \ldots, p^{k-1} \mathbf{e}_{n}$ that can be expressed by a linear combination

$$
a_{1} \mathbf{v}_{1}^{(1)}+\ldots+a_{n-1} \mathbf{v}_{n-1}^{(1)}
$$

of the vectors $\mathbf{v}_{1}^{(1)}, \ldots, \mathbf{v}_{n-1}^{(1)}$ with $a_{1}, \ldots, a_{n-1} \in \mathbb{Z} / p^{k} \mathbb{Z}$ such that $a_{1} \mathbf{v}_{1}^{(1)}$ is not equal to the zero vector. We may thus assume that actually $\mathbf{v}_{1}^{(1)}=p^{k-1} \mathbf{e}_{1}$, while (6) remains valid.

The remaining vectors can be dealt with similarly. For $\ell \in[n-2]$, assume that $\mathbf{v}_{1}^{(\ell)}, \ldots, \mathbf{v}_{n-1}^{(\ell)}$ are vectors such that

$$
p^{k-1} \mathbf{e}_{1}, \ldots, p^{k-1} \mathbf{e}_{n} \in\left\langle\mathbf{v}_{1}^{(\ell)}, \ldots, \mathbf{v}_{n-1}^{(\ell)}\right\rangle
$$

the entries of $\mathbf{v}_{\ell+1}^{(\ell)}, \ldots, \mathbf{v}_{n-1}^{(\ell)}$ in the first $\ell$ columns are all zero, and

$$
\mathbf{v}_{1}^{(\ell)}=p^{k-1} \mathbf{e}_{1}, \quad \ldots, \quad \mathbf{v}_{\ell}^{(\ell)}=p^{k-1} \mathbf{e}_{\ell}
$$

One can then find $i \in\{\ell+1, \ldots, n-1\}$ and $j \in\{\ell+1, \ldots, n\}$ such that all entries of the vectors $\mathbf{v}_{\ell+1}^{(\ell)}, \ldots, \mathbf{v}_{n-1}^{(\ell)}$ in columns $\ell+1, \ldots, n$ are multiples of the nonzero $j$-th entry of $\mathbf{v}_{i}^{(\ell)}$ over $\mathbb{Z} / p^{k} \mathbb{Z}$. Without loss of generality, we may assume that $j=\ell+1$. Then, after subtracting suitable multiples of $\mathbf{v}_{i}^{(\ell)}$ from the remaining $\underset{(\ell+1)}{\operatorname{among}}$ the vectors $\mathbf{v}_{\ell+1}^{(\ell)}, \ldots, \mathbf{v}_{n-1}^{(\ell)}$ and switching the $(\ell+1)$-th and the $i$-th vector, we obtain vectors $\mathbf{v}_{1}^{(\ell+1)}, \ldots, \mathbf{v}_{n-1}^{(\ell+1)}$ such that

$$
p^{k-1} \mathbf{e}_{1}, \ldots, p^{k-1} \mathbf{e}_{n} \in\left\langle\mathbf{v}_{1}^{(\ell+1)}, \ldots, \mathbf{v}_{n-1}^{(\ell+1)}\right\rangle
$$

and the entries of $\mathbf{v}_{\ell+2}^{(\ell+1)}, \ldots, \mathbf{v}_{n-1}^{(\ell+1)}$ in the first $\ell+1$ columns are all zero. Moreover, similarly as above, we may assume $\mathbf{v}_{\ell+1}^{(\ell+1)} \stackrel{v^{\ell+2}}{=} p^{k-1} \mathbf{e}_{\ell+1}$, so that

$$
\mathbf{v}_{1}^{(\ell+1)}=p^{k-1} \mathbf{e}_{1}, \quad \ldots, \quad \mathbf{v}_{\ell+1}^{(\ell+1)}=p^{k-1} \mathbf{e}_{\ell+1}
$$

Thus, in the end of this process, we are finally left with vectors

$$
\mathbf{v}_{1}^{(n-1)}=p^{k-1} \mathbf{e}_{1}, \quad \ldots, \quad \mathbf{v}_{n-1}^{(n-1)}=p^{k-1} \mathbf{e}_{n-1}
$$

while at the same time

$$
p^{k-1} \mathbf{e}_{n} \in\left\langle\mathbf{v}_{1}^{(n-1)}, \ldots, \mathbf{v}_{n-1}^{(n-1)}\right\rangle
$$

a contradiction.
We are now prepared to give a positive answer to Question 2 of Section 3 for automata over the rings $\mathbb{Z} / p^{k} \mathbb{Z}$, where $p$ is a prime and $k \geq 1$ is an integer. This is based on an observation that although trim bideterministic automata over these rings might not be minimal when $k \geq 2$, the minimality property does hold for a class of bideterministic weighted automata that are trim in a slightly stronger sense made precise by the following definition.

Definition 4.12. A weighted automaton $\mathcal{A}=(Q, \sigma, \iota, \tau)$ over a semiring $S$ and alphabet $\Sigma$ is semantically trim if for each state $q \in Q$, there exists a run $\gamma_{q}$ of $\mathcal{A}$ passing through $q$ such that $\left\|\gamma_{q}\right\| \neq 0$.

Every weighted automaton $\mathcal{A}$ can be transformed to an equivalent semantically trim automaton by simply removing the states $q$ for which there is no run $\gamma_{q}$ of $\mathcal{A}$ realising a nonzero monomial passing through $q$. Moreover, every semantically trim automaton is obviously trim, while the converse might not hold if the underlying semiring $S$ is not zero-divisor free.

Theorem 4.13. Let $p$ be a prime, $k \in \mathbb{N}$, and $\mathcal{A}$ a semantically trim bideterministic weighted automaton over $\mathbb{Z} / p^{k} \mathbb{Z}$. Then $\mathcal{A}$ is minimal.

Proof. The theorem is trivially true for $k=0$; we may thus assume that $k \geq 1$. Let $\mathcal{A}=(n, \sigma, \iota, \tau)$ be a semantically trim bideterministic weighted automaton over $\mathbb{Z} / p^{k} \mathbb{Z}$ and alphabet $\Sigma$. The automaton is minimal if $n=0$, so we may assume that $n \geq 1$. As $\mathcal{A}$ is semantically trim, there are words $u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{n} \in \Sigma^{*}$ such that

$$
\begin{equation*}
\left({ }_{q}\|\mathcal{A}\|, u_{q}\right) \neq 0, \quad\left(\|\mathcal{A}\|_{q}, v_{q}\right) \neq 0, \quad \text { and } \quad\left(\|\mathcal{A}\|, u_{q} v_{q}\right) \neq 0 \tag{7}
\end{equation*}
$$

for $q=1, \ldots, n$. In particular, this implies that there is precisely one state $q_{i} \in[n]$ with $\iota\left(q_{i}\right) \neq 0$ and precisely one state $q_{t} \in[n]$ with $\tau\left(q_{t}\right) \neq 0$, and that, for $q=1, \ldots, n$, there are runs upon $u_{q}$ from $q_{i}$ to $q$ and upon $v_{q}$ from $q$ to $q_{t}$ in $\mathcal{A}$. Moreover, it follows by bideterminism of $\mathcal{A}$ that there cannot be a run in $\mathcal{A}$ upon $v_{q}$ leading from $p$ to $q_{t}$ if $p$ and $q$ are distinct states of $\mathcal{A}$. As a consequence,

$$
\left(\|\mathcal{A}\|, u_{p} v_{q}\right) \neq 0
$$

holds for $p, q \in[n]$ if and only if $p=q$.

Now, suppose for contradiction that $\mathcal{A}$ is not minimal. By possibly adding some useless states to a minimal equivalent automaton, we find out that there is a weighted automaton $\mathcal{B}=\left(n-1, \sigma^{\prime}, \iota^{\prime}, \tau^{\prime}\right)$ such that $\|\mathcal{B}\|=\|\mathcal{A}\|$. For $p=1, \ldots, n-1$, let

$$
\mathbf{v}_{p}=\left(\left(\|\mathcal{B}\|_{p}, v_{1}\right), \ldots,\left(\|\mathcal{B}\|_{p}, v_{n}\right)\right)
$$

Then, for $q=1, \ldots, n$,

$$
\sum_{p=1}^{n-1}\left(p_{p}\|\mathcal{B}\|, u_{q}\right) \mathbf{v}_{p}=\left(\left(\|\mathcal{A}\|, u_{q} v_{1}\right), \ldots,\left(\|\mathcal{A}\|, u_{q} v_{n}\right)\right)=\left(\|\mathcal{A}\|, u_{q} v_{q}\right) \mathbf{e}_{q}
$$

where

$$
\mathbf{e}_{q}=(\underbrace{0, \ldots, 0}_{q-1}, 1, \underbrace{0, \ldots, 0}_{n-q})
$$

As $\left(\|\mathcal{A}\|, u_{q} v_{q}\right) \in\left(\mathbb{Z} / p^{k} \mathbb{Z}\right) \backslash\{0\}$ by $(7)$, this contradicts Lemma 4.11.
Corollary 4.14. Let $p$ be a prime and $k \in \mathbb{N}$. Then every bideterministic weighted automaton over $\mathbb{Z} / p^{k} \mathbb{Z}$ admits an equivalent minimal automaton that is bideterministic.
Proof. Given a bideterministic weighted automaton $\mathcal{A}$ over $\mathbb{Z} / p^{k} \mathbb{Z}$, one can obtain a semantically trim weighted automaton $\mathcal{B}$ equivalent to $\mathcal{A}$ by possibly removing several states. This automaton $\mathcal{B}$ has to be bideterministic as well - it is thus minimal by Theorem 4.13.

The result just established finishes the characterisation of rings $\mathbb{Z} / m \mathbb{Z}$, over which all bideterministic weighted automata admit an equivalent minimal automaton that is bideterministic as well. This is summarised by the following corollary.

Corollary 4.15. Let $m \in \mathbb{N}$. Then the following are equivalent:
(i) For all bideterministic weighted automata $\mathcal{A}$ over $\mathbb{Z} / m \mathbb{Z}$, there exists an equivalent minimal automaton that is bideterministic.
(ii) Either $m=0$, or $m=p^{k}$ for $p$ a prime and $k \in \mathbb{N}$.

Proof. If $m=0$, then $\mathbb{Z} / m \mathbb{Z} \cong \mathbb{Z}$, and existence of minimal bideterministic equivalents to all bideterministic automata follows by Corollary 4.2. For $m=p^{k}$ with $p$ prime and $k \in \mathbb{N}$, the same property follows by Corollary 4.14 (and for $k=1$ also by Corollary 4.2). On the other hand, if $m \geq 2$ is not equal to $p^{k}$ for $p$ prime and $k \in \mathbb{N}$, then $m$ necessarily has at least two different prime factors, and Corollary 4.7 implies existence of a bideterministic weighted automaton over $\mathbb{Z} / m \mathbb{Z}$ that admits no minimal bideterministic equivalent.

### 4.3. Positive Semirings

We now observe that the minimality property does hold for trim bideterministic weighted automata over positive semirings. Recall that a semiring is positive if it is both zero-sum free and zero-divisor free. This class includes for instance the tropical semirings, semirings of formal languages, and the Boolean semiring.

Theorem 4.16. Every trim bideterministic weighted automaton over a positive semiring is minimal.
Proof. Let $\mathcal{A}$ be a trim bideterministic weighted automaton over a positive semiring $S$. By positivity of $S$, the language $\operatorname{supp}(\|\mathcal{A}\|)$ is recognised by a trim bideterministic finite automaton $\mathcal{A}^{\prime}$ obtained from the automaton $\mathcal{A}$ by "forgetting about its weights". This is a minimal nondeterministic automaton for $\operatorname{supp}(\|\mathcal{A}\|)$ by the minimality property of trim bideterministic automata without weights [44, 45].

Now, if $\mathcal{A}$ was not minimal, there would be a smaller weighted automaton $\mathcal{B}$ over $S$ such that $\|\mathcal{B}\|=\|\mathcal{A}\|$. By "forgetting about its weights", we would obtain a nondeterministic finite automaton $\mathcal{B}^{\prime}$ recognising $\operatorname{supp}(\|\mathcal{B}\|)=\operatorname{supp}(\|\mathcal{A}\|)$. However, $\mathcal{B}^{\prime}$ is smaller than $\mathcal{A}^{\prime}$, contradicting the minimality of $\mathcal{A}^{\prime}$.

## 5. Decidability of Bideterminisability

Let us now consider the problem of deciding whether a given weighted automaton admits a bideterministic equivalent. We show that this bideterminisability problem is decidable both over effective fields and over tropical semirings (of nonnegative integers, integers, and rationals). Moreover, the decision procedure over fields is simply based on checking whether the output of the Cardon-Crochemore minimisation algorithm is bideterministic or not - it thus runs in polynomial time.

By contrast, the results known so far about the determinisability problem are weaker: its decidability status over tropical semirings is still open [27, 28], and its decidability over fields has only recently been established by J. P. Bell and D. Smertnig [9]. Moreover, there are no reasonable complexity bounds known for the general determinisability problem for weighted automata over fields, and a polynomial-time algorithm is known just for unary weighted automata over the rationals [26].

### 5.1. Fields and Integral Domains

We first prove decidability of the bideterminisability problem for automata over fields. To this end, we strengthen Theorem 4.1 by showing that the Cardon-Crochemore minimisation algorithm outputs a bideterministic automaton not only when applied to a bideterministic automaton, but also when applied to any bideterminisable automaton. To decide bideterminisability, it thus suffices to run this algorithm and find out whether its output is bideterministic.

Lemma 5.1. Let $\mathcal{A}$ be a weighted automaton over a field $\mathbb{F}$ such that some of the minimal automata equivalent to $\mathcal{A}$ is deterministic. Then the Cardon-Crochemore algorithm applied to $\mathcal{A}$ outputs a deterministic automaton.

Proof. Let $\mathcal{C}$ with $\mathcal{P}_{\mathcal{C}}=(m, \mathbf{i}, \mu, \mathbf{f})$ be an automaton obtained as an output of the Cardon-Crochemore algorithm for input automaton $\mathcal{A}$, and $L=\left\{x_{1}, \ldots, x_{m}\right\}$ with $x_{1}=\varepsilon$ the left basic language used in reduction step (2). Then $\mathbf{i} \mu(x)$ represents, for all $x \in \Sigma^{*}$, the coordinates of the series $x^{-1}\|\mathcal{A}\|$ with respect to the basis $\left(x_{1}^{-1}\|\mathcal{A}\|, \ldots, x_{m}^{-1}\|\mathcal{A}\|\right)$ of the vector space $\mathcal{Q}(\|\mathcal{A}\|)$ generated by left quotients of $\|\mathcal{A}\|$ by words.

To see this, recall that $\left(\mathbf{i} \mu\left(x_{1}\right), \ldots, \mathbf{i} \mu\left(x_{m}\right)\right)$ is the standard basis of $\mathbb{F}^{m}$ and that the linear mapping $\Lambda[\mathcal{C}]$ given as in (4) is injective by minimality of $\mathcal{C}$. As the image of $\Lambda[\mathcal{C}]$ spans $\mathcal{Q}(\|\mathcal{C}\|)=\mathcal{Q}(\|\mathcal{A}\|)$, we see that

$$
\left(x_{1}^{-1}\|\mathcal{A}\|, \ldots, x_{m}^{-1}\|\mathcal{A}\|\right)=\left(\Lambda[\mathcal{C}]\left(\mathbf{i} \mu\left(x_{1}\right)\right), \ldots, \Lambda[\mathcal{C}]\left(\mathbf{i} \mu\left(x_{m}\right)\right)\right)
$$

is indeed a basis of $\mathcal{Q}(\|\mathcal{A}\|)$. Moreover, given an arbitrary word $x \in \Sigma^{*}$ with $\mathbf{i} \mu(x)=\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{F}^{m}$, we obtain

$$
\begin{aligned}
x^{-1}\|\mathcal{A}\| & =\Lambda[\mathcal{C}](\mathbf{i} \mu(x))=\Lambda[\mathcal{C}]\left(a_{1} \mathbf{i} \mu\left(x_{1}\right)+\ldots+a_{m} \mathbf{i} \mu\left(x_{m}\right)\right)= \\
& =a_{1} \Lambda[\mathcal{C}]\left(\mathbf{i} \mu\left(x_{1}\right)\right)+\ldots+a_{m} \Lambda[\mathcal{C}]\left(\mathbf{i} \mu\left(x_{m}\right)\right)= \\
& =a_{1} x_{1}^{-1}\|\mathcal{A}\|+\ldots+a_{m} x_{m}^{-1}\|\mathcal{A}\|,
\end{aligned}
$$

from which the said property follows.
Now, assume for contradiction that $\mathcal{C}$ is not deterministic. By minimality of $\mathcal{C}$, there is some $x \in \Sigma^{*}$ such that $\mathbf{i} \mu(x)$ contains at least two nonzero entries. However, by our assumptions, there also is an $m$-state deterministic automaton $\mathcal{D}$ such that $\|\mathcal{D}\|=\|\mathcal{A}\|$. Linear independence of $x_{1}^{-1}\|\mathcal{A}\|, \ldots, x_{m}^{-1}\|\mathcal{A}\|$ implies that the $m$ states of $\mathcal{D}$ can be labelled as $q_{1}, \ldots, q_{m}$ so that $x_{i}^{-1}\|\mathcal{A}\|$ is a scalar multiple of $\|\mathcal{D}\|_{q_{i}}$ for $i=1, \ldots, m$. By determinism of $\mathcal{D}$, every $x^{-1}\|\mathcal{A}\|$ with $x \in \Sigma^{*}$ is a scalar multiple of some $\|\mathcal{D}\|_{q_{i}}$ with $i \in[m]$, and hence also of some $x_{i}^{-1}\|\mathcal{A}\|$. It thus follows that there is some $x \in \Sigma^{*}$ such that $x^{-1}\|\mathcal{A}\|$ has two different coordinates with respect to $\left(x_{1}^{-1}\|\mathcal{A}\|, \ldots, x_{m}^{-1}\|\mathcal{A}\|\right)$ : a contradiction.

Theorem 5.2. Let $\mathcal{A}$ be a weighted automaton over a field. If $\mathcal{A}$ has a bideterministic equivalent, then the Cardon-Crochemore algorithm applied to $\mathcal{A}$ outputs a bideterministic automaton.

Proof. Let $\mathcal{A}$ admit a bideterministic equivalent $\mathcal{B}$, and assume that the automaton $\mathcal{B}$ is trim. Then $\mathcal{B}$ is minimal by Corollary 4.2 , so Lemma 5.1 implies that the algorithm applied to $\mathcal{A}$ yields a deterministic automaton $\mathcal{D}$. If $\mathcal{D}$ was not bideterministic, then there would be $u, v \in \Sigma^{*}$ such that $u^{-1}\|\mathcal{D}\|$ is not a scalar multiple of $v^{-1}\|\mathcal{D}\|$ and $\operatorname{supp}\left(u^{-1}\|\mathcal{D}\|\right) \cap \operatorname{supp}\left(v^{-1}\|\mathcal{D}\|\right) \neq \emptyset$. On the other hand, bideterminism of $\mathcal{B}$ implies ${ }^{4} \operatorname{supp}\left(u^{-1}\|\mathcal{B}\|\right) \cap \operatorname{supp}\left(v^{-1}\|\mathcal{B}\|\right)=\emptyset$ when $u^{-1}\|\mathcal{B}\|$ is not a scalar multiple of $v^{-1}\|\mathcal{B}\|$. This contradicts the assumption that $\|\mathcal{B}\|=\|\mathcal{D}\|=\|\mathcal{A}\|$.

Corollary 5.3. Bideterminisability of weighted automata over effective fields is decidable in polynomial time.

We leave the decidability status of the bideterminisability problem open for weighted automata over integral domains. However, the following two examples indicate that the simple decision procedure for automata over fields is no longer sufficient when weights are taken from an integral domain.

In particular, Example 5.4 shows that a weighted automaton over an integral domain $R$ can be bideterminisable over the fraction field of $R$ even if it does not admit a bideterministic equivalent over $R$ itself. The Cardon-Crochemore minimisation algorithm thus may produce a bideterministic automaton $\mathcal{B}$ over the field of fractions of $R$ even if the input automaton $\mathcal{A}$ is not bideterminisable over $R$, so that simply checking whether $\mathcal{B}$ is bideterministic is insufficient to decide bideterminisability of $\mathcal{A}$.

On the other hand, in Example 5.5 we observe that although the Cardon-Crochemore algorithm applied to a bideterminisable automaton over an integral domain $R$ always outputs a bideterministic automaton over the fraction field of $R$, it may not output a bideterministic automaton over $R$ itself. This means that running the Cardon-Crochemore algorithm and checking whether the result is a bideterministic automaton over $R$ is not appropriate either.

Example 5.4. Consider the subring of the integral domain $\mathbb{Q}[x, y]$ generated over $\mathbb{Q}$ by the set of all monomials of degree at least two, i.e., the integral domain $\mathbb{Q}[X] \subseteq \mathbb{Q}[x, y]$ for $X=\left\{x^{m} y^{n} \mid m+n \geq 2\right\}$. As one can obtain both $x$ and $y$ as quotients of monomials from $X-$ e.g., $x=x^{3} / x^{2}$ and $y=y^{3} / y^{2}-$ the fraction field of $\mathbb{Q}[X]$ equals $\mathbb{Q}(x, y)$.

Let $\mathcal{A}$ be a weighted automaton over the integral domain $\mathbb{Q}[X]$ and alphabet $\Sigma=\{a\}$ given in Fig. 5 . Clearly,

$$
\|\mathcal{A}\|=\sum_{t \in \mathbb{N}}(x+y)^{t+2} a^{t}
$$



Figure 5: The weighted automaton $\mathcal{A}$ over $\mathbb{Q}[X]$ and $\Sigma=\{a\}$.
It is easy to see that $\mathcal{A}$ is equivalent to the bideterministic weighted automaton $\mathcal{B}$ over $\mathbb{Q}(x, y)$ in Fig. 6. Hence, $\mathcal{A}$ is bideterminisable over $\mathbb{Q}(x, y)$, the fraction field of $\mathbb{Q}[X]$.

In spite of this, we now show that the automaton $\mathcal{A}$ is not bideterminisable over $\mathbb{Q}[X]$. Assume for contradiction that $\|\mathcal{A}\|=\|\mathcal{C}\|$ for some bideterministic weighted automaton $\mathcal{C}$ over $\mathbb{Q}[X]$. As $\varepsilon \in \operatorname{supp}(\|\mathcal{A}\|)$,

[^3]

Figure 6: The bideterministic weighted automaton $\mathcal{B}$ over $\mathbb{Q}(x, y)$ equivalent to $\mathcal{A}$.
the automaton $\mathcal{C}=(Q, \sigma, \iota, \tau)$ contains a state $q \in Q$ such that both $\iota(q) \neq 0$ and $\tau(q) \neq 0$, while $\iota(p)=\tau(p)=0$ for all $p \in Q \backslash\{q\}$. Moreover,

$$
\begin{equation*}
\iota(q) \tau(q)=(\|\mathcal{A}\|, \varepsilon)=(x+y)^{2} . \tag{8}
\end{equation*}
$$

Next, as $a \in \operatorname{supp}(\|\mathcal{A}\|)$ as well, there has to be a transition upon $a$ leading from $q$ to a state with nonzero terminal weight, i.e., an $a$-labelled self-loop at $q$. Moreover, by commutativity of $\mathbb{Q}[x, y]$,

$$
\iota(q) \tau(q) \sigma(q, a, q)=\iota(q) \sigma(q, a, q) \tau(q)=(\|\mathcal{A}\|, a)=(x+y)^{3}
$$

which together with (8) implies

$$
\begin{equation*}
(x+y)^{2} \sigma(q, a, q)=(x+y)^{3} \tag{9}
\end{equation*}
$$

However, the only possible $\sigma(q, a, q) \in \mathbb{Q}[x, y]$ satisfying (9) is $\sigma(q, a, q)=x+y$, and this is not an element of $\mathbb{Q}[X]$. This contradicts our assumption that $\mathcal{C}$ is a bideterministic weighted automaton over $\mathbb{Q}[X]$.

We thus see that the Cardon-Crochemore minimisation algorithm applied to $\mathcal{A}$ outputs a bideterministic weighted automaton over the fraction field $\mathbb{Q}(x, y)$ although the automaton $\mathcal{A}$ is not bideterminisable over the original integral domain $\mathbb{Q}[X]$.

Example 5.5. Consider the weighted automaton $\mathcal{A}$ over the integral domain $\mathbb{Z}$ and alphabet $\Sigma=\{a, b\}$ depicted in Fig. 7. This automaton is clearly bideterministic, so it is trivially bideterminisable.


Figure 7: The bideterministic weighted automaton $\mathcal{A}$ over $\mathbb{Z}$.
Now, the output of the Cardon-Crochemore algorithm depends on how precisely the left and right basic languages are computed. Although the exact procedure may vary, a common outcome can be that the right basic language $R$ used in the reduction step (1) and the left basic language $L$ used in the reduction step (2) are both equal to $\{\varepsilon, a, b\}$. In that case, the Cardon-Crochemore algorithm produces the automaton $\mathcal{B}$ in Fig. 8.


Figure 8: The output automaton $\mathcal{B}$ of the Cardon-Crochemore algorithm applied to $\mathcal{A}$.

Although $\mathcal{B}$ is a bideterministic weighted automaton over $\mathbb{Q}$ - which is the fraction field of the integral domain $\mathbb{Z}$ - it contains a weight $1 / 2$, so it is not a bideterministic weighted automaton over $\mathbb{Z}$. Of course, one could construct similar examples for other algorithms of computing the basic languages as well.

We may thus conclude that the Cardon-Crochemore algorithm applied to a bideterminisable weighted automaton over an integral domain might not always produce a bideterministic weighted automaton over the same domain - although it necessarily outputs a bideterministic weighted automaton over its field of fractions.

### 5.2. Tropical Semirings

We now establish decidability of the bideterminisability problem for weighted automata over the tropical (min-plus) semirings of nonnegative integers, integers, and rational numbers - that is, over the semirings $\mathbb{N}_{\text {min }}=(\mathbb{N} \cup\{\infty\}, \min ,+, \infty, 0), \mathbb{Z}_{\text {min }}=(\mathbb{Z} \cup\{\infty\}, \min ,+, \infty, 0)$, and $\mathbb{Q}_{\text {min }}=(\mathbb{Q} \cup\{\infty\}, \min ,+, \infty, 0)$.

In order to obtain these decidability results, we need the following lemma showing that a very specific form of determinisability is decidable for tropical automata.

Lemma 5.6. Let $\mathbb{T}$ be one of the semirings $\mathbb{N}_{\min }, \mathbb{Z}_{\min }$, or $\mathbb{Q}_{\min }$. Let $\mathcal{A}$ be a weighted automaton over $\mathbb{T}$, and $\mathcal{B}$ a deterministic finite automaton without weights. Then it is decidable whether $\mathcal{A}$ is equivalent to some deterministic weighted automaton $\mathcal{B}^{\prime}$ over $\mathbb{T}$ obtained by assigning weights to $\mathcal{B}$.

Proof. Positivity of tropical semirings implies that the automaton $\mathcal{B}^{\prime}$ can only exist when $\mathcal{B}$ recognises the language $\operatorname{supp}(\|\mathcal{A}\|)$. This condition is clearly decidable by removing the weights of $\mathcal{A}$ and deciding equivalence of the resulting nondeterministic finite automaton with $\mathcal{B}$. We may therefore assume that $\mathcal{B}$ indeed recognises $\operatorname{supp}(\|\mathcal{A}\|)$ in what follows.

Moreover, the task is trivial when $\mathcal{B}$ contains no initial state. We therefore assume that $\mathcal{B}$ contains precisely one initial state.

Denote the unknown weights assigned to $\mathcal{B}$ by $x, y_{1}, \ldots, y_{M}, z_{1}, \ldots, z_{N}$ for some $M, N \in \mathbb{N}$, where $x$ corresponds to the unknown initial weight, $y_{1}, \ldots, y_{M}$ correspond to the unknown transition weights, and $z_{1}, \ldots, z_{N}$ correspond to the unknown terminal weights. Let $\mathbf{x}=\left(x, y_{1}, \ldots, y_{M}, z_{1}, \ldots, z_{N}\right)$. Given $w \in \operatorname{supp}(\|\mathcal{A}\|)$, let $\eta_{i}$ denote, for $i=1, \ldots, M$, the number of times the unique successful run of $\mathcal{B}$ upon $w$ goes through the transition corresponding to the unknown weight $y_{i}$. Moreover, for $j=1, \ldots, N$, let $\nu_{j}=1$ if this unique successful run on $w$ ends in the state corresponding to the unknown weight $z_{j}$, and let $\nu_{j}=0$ otherwise. Finally, set $\Psi(w)=\left(1, \eta_{1}, \ldots, \eta_{M}, \nu_{1}, \ldots, \nu_{N}\right)$.

In order for $\mathcal{B}^{\prime}$ to exist, the unknown weights have to satisfy the equations $\Psi(w) \cdot \mathbf{x}^{T}=(\|\mathcal{A}\|, w)$ for all $w \in \operatorname{supp}(\|\mathcal{A}\|)$. If this system has a solution, then its solution set coincides with the one of a finite system of equations

$$
\begin{equation*}
\Psi\left(w_{i}\right) \cdot \mathbf{x}^{T}=\left(\|\mathcal{A}\|, w_{i}\right) \quad \text { for } i=1, \ldots, K \tag{10}
\end{equation*}
$$

where $w_{1}, \ldots, w_{K} \in \operatorname{supp}(\|\mathcal{A}\|)$ are such that $\left(\Psi\left(w_{1}\right), \ldots, \Psi\left(w_{K}\right)\right)$ is a basis of the vector space over $\mathbb{Q}$ generated by $\Psi(w)$ for $w \in \operatorname{supp}(\|\mathcal{A}\|)$. This basis can be effectively obtained, e.g., from the representation of $\{\Psi(w) \mid w \in \operatorname{supp}(\|\mathcal{A}\|)\}$ as a semilinear set. Hence, $w_{1}, \ldots, w_{K}$ can be found as well.

We may thus solve the system (10) over $\mathbb{N}, \mathbb{Z}$, or $\mathbb{Q}$ depending on the semiring considered. While Gaussian elimination is sufficient to solve the system over $\mathbb{Q}$, the solution over $\mathbb{Z}$ and $\mathbb{N}$ requires more sophisticated methods, namely an algorithm for solving systems of linear Diophantine equations in the former case [39], and integer linear programming in the latter case [39].

If there is no solution, the automaton $\mathcal{B}^{\prime}$ does not exist. Otherwise, any solution $\mathbf{x}$ gives us a deterministic tropical automaton $\mathcal{B}_{\mathbf{x}}$ obtained from $\mathcal{B}$ by assigning the weights according to $\mathbf{x}$. By what has been said, either all such automata $\mathcal{B}_{\mathbf{x}}$ are equivalent to $\mathcal{A}$, or none of them is. Equivalence of a deterministic tropical automaton with a nondeterministic one is decidable [2], so we may take any of the automata $\mathcal{B}_{\mathbf{x}}$ and decide whether $\left\|\mathcal{B}_{\mathbf{x}}\right\|=\|\mathcal{A}\|$. If so, we may set $\mathcal{B}^{\prime}=\mathcal{B}_{\mathbf{x}}$. Otherwise, $\mathcal{B}^{\prime}$ does not exist.

Remark 5.7. The determinisability problem for tropical automata - whose decidability status is still open $[27,28]$ - is clearly recursively enumerable, as one can decide equivalence of a nondeterministic tropical automaton with a deterministic one [2], as well as enumerate all deterministic tropical automata. Lemma 5.6 implies that a computable bound on the state complexity of determinisation of tropical automata would actually be sufficient to establish decidability of this problem: one could simply enumerate all deterministic finite automata up to the size given by the computable bound, and check whether weights can be assigned to any of them such that one obtains a tropical automaton equivalent to the original one.

We now use Lemma 5.6 to establish decidability of the bideterminisability problem for weighted automata over tropical semirings.

Theorem 5.8. Bideterminisability of weighted automata over the tropical semirings $\mathbb{N}_{\min }, \mathbb{Z}_{\min }$, and $\mathbb{Q}_{\min }$ is decidable.

Proof. By positivity of tropical semirings, the minimal deterministic finite automaton $\mathcal{B}$ for $\operatorname{supp}(\|\mathcal{A}\|)$ is bideterministic whenever a tropical automaton $\mathcal{A}$ is bideterminisable. Given $\mathcal{A}$, we may thus remove the weights and minimise the automaton to get $\mathcal{B}$. If $\mathcal{B}$ is not bideterministic, $\mathcal{A}$ is not bideterminisable. If $\mathcal{B}$ is empty, $\mathcal{A}$ is bideterminisable. If $\mathcal{B}$ is bideterministic and nonempty, $\mathcal{A}$ is bideterminisable if and only if it is equivalent to some $\mathcal{B}^{\prime}$ obtained from $\mathcal{B}$ by assigning weights to its transitions, its initial state, and its terminal state - and existence of such an automaton $\mathcal{B}^{\prime}$ is decidable by Lemma 5.6.

Note that the above described decision algorithm makes use of deciding equivalence of a nondeterministic tropical automaton with a deterministic one, which is PSPACE-complete [2]. Nevertheless, this does not rule out existence of a more efficient algorithm. We leave the complexity of the bideterminisability problem for tropical automata open.

### 5.3. An Undecidability Result

We now show that the decidability result of Theorem 5.8 does not generalise to all effective positive semirings.

To this end, let us consider a semiring arising from the semiring of formal languages $2^{\Sigma^{*}}$ over some alphabet $\Sigma$ by identifying all languages containing at least two different words. In this way, we obtain a semiring ( $S_{\Sigma}, \sqcup, \cdot, \emptyset,\{\varepsilon\}$ ) containing all singleton languages over $\Sigma$, the empty language, and an element $\top$ representing the identified languages with two or more words:

$$
S_{\Sigma}=\{\emptyset\} \cup\binom{\Sigma^{*}}{1} \cup\{\top\} .
$$

The operations of $S_{\Sigma}$ are based upon the usual operations on formal languages, i.e.,

$$
\begin{aligned}
\emptyset \sqcup L=L \sqcup \emptyset=L & \text { for all } L \in S_{\Sigma} ; \\
\top \sqcup L=L \sqcup \top=\top & \text { for all } L \in S_{\Sigma} ; \\
\{w\} \sqcup\{w\}=\{w\} & \text { for all } w \in \Sigma^{*} ; \\
\{u\} \sqcup\{v\}=\top & \text { for all distinct } u, v \in \Sigma^{*} ; \\
\emptyset \cdot L=L \cdot \emptyset=\emptyset & \text { for all } L \in S_{\Sigma} ; \\
\top \cdot L=L \cdot \top=\top & \text { for all } L \in\binom{\Sigma^{*}}{1} \cup\{\top\} ; \\
\{u\} \cdot\{v\}=\{u v\} & \text { for all } u, v \in \Sigma^{*} .
\end{aligned}
$$

More concisely, $S_{\Sigma}$ can be described as a factor semiring $2^{\Sigma^{*}} / \equiv$, where $\equiv$ is a congruence on $2^{\Sigma^{*}}$ such that $K, L \subseteq \Sigma^{*}$ satisfy $K \equiv L$ if and only if either $K=L$, or $|K| \geq 2$ and $|L| \geq 2$. It is easy to see that $S_{\Sigma}$ actually is a positive semiring.

We now establish undecidability of the bideterminisability problem for weighted automata over the semiring $S_{\Sigma}$ in case $\Sigma$ contains at least two letters. To do so, we reduce the Post correspondence problem (PCP) to our problem. Recall that a PCP instance over an alphabet $\Sigma$ can be described by a triple ( $\Gamma, f, g$ ), where $\Gamma$ is an alphabet and $f, g: \Gamma^{*} \rightarrow \Sigma^{*}$ are homomorphisms, and the task is to decide whether there exists a nonempty word $w \in \Gamma^{+}$such that $f(w)=g(w)$. The Post correspondence problem is famous for being undecidable when $\Sigma$ contains at least two different letters [38, Section 5.1].

Theorem 5.9. Bideterminisability of weighted automata over $S_{\Sigma}$ is undecidable for any alphabet $\Sigma$ containing at least two letters.
Proof. Consider an arbitrary PCP instance $(\Gamma, f, g)$ over the alphabet $\Sigma$. Let $\Gamma=\left\{c_{1}, \ldots, c_{m}\right\}$, and let us construct a weighted automaton $\mathcal{A}_{\Gamma, f, g}$ over the semiring $S_{\Sigma}$ and alphabet $\Gamma$ depicted in Fig. 9 .


Figure 9: The weighted automaton $\mathcal{A}_{\Gamma, f, g}$ over $S_{\Sigma}$ and $\Gamma$ corresponding to the PCP instance ( $\Gamma, f, g$ ).
Given $w \in \Gamma^{*}$, clearly

$$
\left(\left\|\mathcal{A}_{\Gamma, f, g}\right\|, w\right)= \begin{cases}\top & \text { if } w=\varepsilon,  \tag{11}\\ \{x\} & \text { if } w \in \Gamma^{+} \text {and } f(w)=g(w)=x \\ \top & \text { if } w \in \Gamma^{+} \text {and } f(w) \neq g(w) .\end{cases}
$$

We prove undecidability of our problem by showing that the automaton $\mathcal{A}_{\Gamma, f, g}$ is bideterminisable if and only if there is no solution to the PCP instance $(\Gamma, f, g)$, i.e., there is no $w \in \Gamma^{+}$such that $f(w)=g(w)$.


Figure 10: The bideterministic weighted automaton $\mathcal{B}$ equivalent to $\mathcal{A}_{\Gamma, f, g}$ in case ( $\Gamma, f, g$ ) has no solution.
Indeed, if there is no solution to $(\Gamma, f, g)$, then (11) implies that $\left(\left\|\mathcal{A}_{\Gamma, f, g}\right\|, w\right)=\top$ for all $w \in \Gamma^{*}$. The automaton $\mathcal{A}_{\Gamma, f, g}$ is equivalent to the bideterministic weighted automaton $\mathcal{B}$ in Fig. 10 as a result.

Now, suppose that there is some solution $w \in \Gamma^{+}$to the instance ( $\Gamma, f, g$ ), and assume for contradiction that $\mathcal{A}_{\Gamma, f, g}$ is equivalent to some bideterministic weighted automaton $\mathcal{C}=(Q, \sigma, \iota, \tau)$ over $S_{\Sigma}$ and $\Gamma$. As $\operatorname{supp}\left(\left\|\mathcal{A}_{\Gamma, f, g}\right\|\right) \neq \emptyset$, the automaton $\mathcal{C}$ contains precisely one state with initial weight different from $\emptyset$ denote this state by $q$. As it is implied by (11) that $\left(\left\|\mathcal{A}_{\Gamma, f, g}\right\|, w\right) \in\binom{\Sigma^{*}}{1}$, necessarily

$$
\iota(q) \in\binom{\Sigma^{*}}{1}
$$

and as $\left(\left\|\mathcal{A}_{\Gamma, f, g}\right\|, \varepsilon\right)=\top$, this also implies that

$$
\tau(q)=\top
$$

However, the bideterministic weighted automaton $\mathcal{C}$ cannot have any other state with terminal weight different from $\emptyset$, which means that $\left(\left\|\mathcal{A}_{\Gamma, f, g}\right\|, w\right) \in\{\emptyset, \top\}$, contradicting the fact that $\left(\left\|\mathcal{A}_{\Gamma, f, g}\right\|, w\right)$ is a singleton language.

## 6. Conclusions

The concept of bideterminism has been generalised to weighted automata over a semiring. We have seen that trim bideterministic weighted automata over integral domains and over positive semirings are always minimal, generalising the well-known property of bideterministic finite automata without weights [44, 45]. On the contrary, we have observed that this property does not hold over other than zero-divisor free semirings, and thus also over nontrivial commutative rings other than integral domains. For a large class of commutative semirings $S$ including also many finite commutative rings, we have shown that a bideterministic weighted automaton over $S$ might not even admit an equivalent minimal automaton that is bideterministic as well, and we have completely characterised all $m \in \mathbb{N}$ such that this is the case over the ring $\mathbb{Z} / m \mathbb{Z}$.

We also studied the bideterminisability problem for weighted automata, in which the task is to decide whether a given weighted automaton over a semiring $S$ admits an equivalent bideterministic automaton over $S$. We have seen that this problem is decidable over fields by simply running the Cardon-Crochemore minimisation algorithm and checking whether its output is bideterministic or not. On the other hand, we have noted that this simple decision procedure is no longer sufficient for weighted automata over integral domains. Moreover, we have established decidability of the bideterminisability problem for tropical automata - and observed that this result does not generalise to automata over effective positive semirings.

We have left several questions open. For instance: Can one characterise commutative rings over which bideterministic weighted automata always admit equivalent minimal automata that are bideterministic as well? Is the bideterminisability problem decidable for automata over integral domains - or at least over, e.g., completely integrally closed domains? What can one say about the computational complexity of the bideterminisability problem over tropical semirings? And can one characterise positive semirings with decidable bideterminisability problem?
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[^1]:    ${ }^{2}$ Note that the value of this run might be zero in case $S$ is not zero-divisor free.

[^2]:    ${ }^{3}$ Minimality of an automaton is understood with respect to the number of states in what follows.

[^3]:    ${ }^{4}$ This is a straightforward extension of a well-known property of bideterministic finite automata without weights - see, e.g., L. Polák [35, Section 5].

