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Abstract

The theory of finite automata and rational semiring elements is reconsidered in the setting of summation
semirings, traditionally known as Y-semirings. These generalise complete semirings by allowing infinite
sums to be defined just for selected families of elements. A relation of the presented approach to the theory
of finite automata over partial Conway semirings is discussed. Equivalence of finite automata over summation
semirings to rational expressions and right-linear systems is proved under suitable semantics. Moreover, MSO
logics over summation semirings are introduced and proved to be equivalent to finite automata.
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1. Introduction

Summation semirings form a generalisation of complete semirings with infinite sums defined just for some
families of elements called summable families. These semirings have been called X-semirings by Hebisch
and Weinert [14]. They have been renamed to summation semirings in [17] to avoid notational confusion
when ¥ also denotes an alphabet.

Each (countably) complete semiring is a summation semiring, in which all finite or (countably) infinite
families of elements are summable. Moreover, each semiring of formal power series can be turned into
a summation semiring with all locally finite families of series being summable. Summation semirings thus
appear to be a natural unifying framework for a large portion of automata theory over semirings, as restriction
to complete semirings (or their specialisations) and restriction to locally finite families of series (usually via
some notion of “properness” for automata or systems of equations) are probably the most commonplace
approaches to handling infinite sums in this area [7].

Summation semirings have already been considered as a basis for a unified theory of algebraic semiring
elements [17]. The choice between constraining the universe of semirings and constraining the universe
of algebraic systems or pushdown automata, which traditionally needed to be made when developing a theory
of algebraic semiring elements or algebraic power series [18, 21, 24], is no longer a necessary nuisance in this
unified setting. Moreover, the semantics of algebraic systems and pushdown automata over summation
semirings has been defined so that certain properties of context-free languages can simply be “lifted” to
algebraic summation semiring elements [17].

The scope of a summation-semiring-based approach seems not to be limited to algebraic phenomena —
the author believes that summation semirings can potentially serve as a unifying basis for a large portion
of automata theory over semirings. The aim of this article is to partially support this claim by developing
a theory of finite automata over semirings and rational semiring elements using summation semirings as the
underlying framework. Similarly as in the case of algebraic systems [17], the theory developed in this article
will unify the traditional approaches based on finite automata over complete semirings and on proper finite
automata over arbitrary semirings of formal power series.
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It has to be noted that a unification of these two traditional approaches is already provided by the theory
of finite automata over partial Conway semirings over an ideal, introduced by Bloom, Esik, and Kuich [2, 12].
We shall relate both unifying theories by showing that their scopes are incomparable, though it seems that
all settings really interesting from the automata-theoretic perspective can be captured both via summation
semirings and via partial Conway semirings. The author nevertheless believes that summation semirings
can serve as a useful complement to partial Conway semirings, mainly for the following two reasons:

1. The use of summation semirings is not limited to the study of rational elements. Algebraic semiring
elements have already been studied from this perspective [17] and it seems that other parts of automata
theory can be built upon summation semirings as well. It is thus for instance possible to study finite
automata and some more powerful models consistently in the same framework, while still incorporating
all complete semirings and all “proper” automata over arbitrary power series semirings.

2. Transitions from formal languages to more general semirings via homomorphisms become a natural
proof technique when summation semirings are used as an underlying framework. As we shall see,
this makes it possible to prove expressive equivalence of several different models describing rational
summation semiring elements by utilising the fact that the equivalence holds over the semiring of
formal languages. We shall also obtain a definition of MSO logics over semirings using this approach.

Apart from automata, we shall also define rational expressions and right-linear systems over summation
semirings and prove equivalence of all these models under suitable semantics. Nevertheless, some of the usual
properties of rational elements do not generalise to the setting of summation semirings. This is mainly due
to the fact that certain infinite sums, which are typically defined in the classical settings, can be undefined
over summation semirings.

Moreover, we shall introduce monadic second-order (MSO) logics over summation semirings such that
MSO-definability coincides with rationality. Note that these logics will not generalise weighted MSO logics
of Droste and Gastin [4, 5]. While weighted MSO logics extend classical MSO logics on words by the
possibility of “emitting” weights, MSO logics over semirings are no longer logics on words, but “logics on
factorisations of semiring elements”. For this reason, the specialisation of MSO logics over summation
semirings to semirings of formal power series results in a new notion of MSO-definable series that should
be distinguished from MSO-definability of series via weighted MSO logics. In particular, MSO-definable
series as understood in this article are always rational, while this property does not hold without further
restrictions for series definable by weighted MSO logics [4, 5].

2. Preliminaries

If not stated otherwise, an alphabet is understood to be a finite nonempty set. We shall occasionally
work with infinite alphabets as well. The symbol N denotes the set of natural numbers including zero.

A (commutative) semigroup is a pair (X,-), where X is a set and - is a (commutative and) associative
binary operation on X. A (commutative) monoid is a triple (M,-,1), where (M,-) is a (commutative)
semigroup and 1 is a neutral element with respect to -, i.e., 1-a =a-1 = a holds for all a in M. A semiring
is a quintuple (S, +,-,0,1), where (S, +,0) is a commutative monoid, (S,-,1) is a monoid, the distributive
laws a-(b4+c¢) =a-b+a-cand (a+b)-¢c =a-c+b-chold for all a,b,cin S, and 0-a = a-0 = 0 holds for all a
in S. We shall often write S instead of (S, +,-,0,1). A subsemiring of a semiring S is a set T C S containing
0 and 1 that is closed under both semiring operations. Without loss of generality, we shall assume that no
semiring contains 1 as an element; we shall later use this symbol to denote undefined values.

Let S be a set of elements and I a set of indices. A family (a; | @ € I) of elements of S indexed by I is
a mapping ¢: I — S such that ¢(i) = a; for all ¢ in I. Moreover, we shall say that a family (a; | i € T) is
of cardinality « if I is of cardinality x; a finite family is then a family of finite cardinality, a countably infinite
family is a family of cardinality precisely Ng, an infinite family is a family of cardinality at least Ng, etc.
We shall write F(S) for the class! of all families of elements of S.

INote that F(S) is not a set, as a family can be indexed by an arbitrary set.
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A generalised partition of a set I is a family (I; | j € J) of subsets of I such that I = |, ; I; and I;NI}, = ()
holds for all 5,k in J such that j # k. A partition of a set I is a generalised partition (11 i1 j€J)of Isuch
that I; # () for all j in J.

We are now prepared to give a definition of summation semirings. These are called X-semirings in [14];
similarly as in [17], we shall use an alternative term “summation semirings” in order to avoid the clash
of notation in case X also denotes an alphabet.

Definition 2.1. A summation semiring is a triple (S, F, ®) with S being a semiring, F a nonempty subclass
of F(S) consisting of summable families, and ®: F — S a mapping

@:(ai|i€EI)H+§£:ai
iel
such that the following conditions are satisfied:
(i) Let n be a nonnegative integer and I = {i1,...,4,} a finite set with n elements. Then each family
(a; | ¢ € I) in F(S) indexed by I is in F and
Zai =a;y +...+a,.
iel

(73) Let (a; | i€ 1) bein F and (I; | j € J) a generalised partition of the index set I such that |J| < & for
some k that is a cardinality of at least one family in F. Then the families (a; | ¢ € I;) for j in J and

the family (Eielj a; | j€ J) are all in F and

Sa-y (S

il jeJ \i€l,

(t4i) Let (a; |+ € I) in F(S) be a family, J a finite set, and (I; | j € J) a generalised partition of I such
that the families (a; | ¢ € I;) for j in J are all in F. Then (a; | ¢ € I) is in F and thus, by (¢) and (i),

Sa-y (T

iel jeJ \iel,

(iv) Let (a; |t € I)and (b; | j € J) be in F. Then the family (a; - b; | (4,7) € I x J) is in F as well and

(Za) Sobil= D (ai-by)

el jeJ (i,7)€IXJ

By (i), sums over finite families always exist and they are consistent with addition in the semiring S.
The condition (i7) essentially states that infinite sums are “associative” and “commutative”. Finite sums of
infinite sums can be expressed as a single infinite sum by (7i7), and (iv) is a form of “infinite distributivity”.

Example 2.2. Each complete semiring [6, 14] is a summation semiring (S, F,®) such that F = F(S).
Similarly, each countably complete semiring [14] is a summation semiring (S, F, ®) such that F consists of
all finite and countably infinite families in F(S). Proofs can be found in [14, 17].

Example 2.3. Let S be a semiring and ¥ an alphabet. A (noncommutative) formal power series over S
and X [1, 6, 24] is a mapping r: ¥* — S. The value r(w) is then usually denoted by (r,w) and called the
coefficient of w in r, while the series r is written as

r= Z (r, w)w.

weX*
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The set of all formal power series over S and ¥ is denoted by S{X*)). If r; and ry are series in S{X*}), then
one can define the series r1 + ro (the sum of r1 and r3) for each w in ©* by

(r1 + ro,w) = (ri,w) + (re, w)

and the series 71 - ro (the Cauchy product of r1 and r3) for each w in ©* by

(ry-ro,w) = Z (r1,u) - (re,v).
iy

Moreover, let us denote by 0 the series such that (0, w) = 0 for each w in ¥* and by 1 the series such that
(1,e) = 1 and (1,w) = 0 for each w in ¥T. The quintuple (S{(X*)),+,-,0,1) is then a semiring [1, 6, 24]
called the semiring of formal power series over S and X, usually denoted simply by S{X*).

A family (r; | ¢ € I) in F(S{X*)) is called locally finite if the set I(w) = {i € I | (r;,w) # 0} is finite for
each w in ¥*. The semiring S{¥*) can then be turned to a summation semiring (S{X*), F, ®) such that F
consists of all locally finite families in F(.5) and

O(ry |i€l) =) r

el

is defined for each locally finite family (r; | i € I) in F by

E ri=r,

i€l
where r is the series such that

(T7w) = Z (riaw)

i€l (w)

for each w in ¥*. A proof that this indeed is a summation semiring can be found in [17].

3. Finite Automata over Summation Semirings

We shall now define finite automata over summation semirings as a generalisation of both finite automata
over complete semirings [11] and proper automata [22, 23| over arbitrary power series semirings (i.e., proper
weighted automata |7] over an arbitrary semiring of coefficients).?

Similarly as for algebraic systems or pushdown automata over summation semirings [17], the definition of
finite automata themselves poses no actual problem — the fact that the underlying semiring is a summation
semiring is not even used there. This property becomes important only in the definition of the behaviour of
a finite automaton, which is the core of the following considerations. The behaviour of a finite automaton
A over a summation semiring S will be defined via an auxiliary automaton over the semiring of formal
languages over a suitably chosen alphabet, which recognises “transcripts” of all valid runs of the original
automaton A. We shall call this auxiliary automaton the template automaton of A and define the behaviour
of A to be a semiring element obtained from the language recognised by its template automaton by applying
a suitable homomorphism to its words and summing the homomorphic images up. Note that a similar
homomorphism is also used in the generalised Nivat’s theorem for weighted automata [8].

Definition 3.1. Let (S, F,®) be a summation semiring and S’ a subset of S containing both 0 and 1.
A finite S’-automaton over S is a quadruple A = (Q,¢,T,7), where @Q is a nonempty finite set of states,
t: Q — S’ is an initial weighting function, T'C Q x S’ x Q is a finite set of transitions in A, and 7: Q — 5’
is a terminal weighting function.

2The definition below will not generalise cycle-free weighted automata of [11]. However, rather than by inherent limitations
of summation semirings, this is caused by a peculiar reason that we shall return to in Section 8. We shall see there that it is
possible to incorporate cycle-free automata for a slightly different definition of automata semantics.
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In what follows, we shall denote by 2:¥ = ()1( ) the set of all singleton subsets of a set X and identify each
{x} in 2% directly with z in X. Moreover, the following definition makes use of the notion of a language || B||
recognised by a finite (27 U{0, {¢}})-automaton B = (Q, ¢, T, 7) over 2>~ for some alphabet X.. This is defined
in the usual way except that an element of 27 (identified with a word from ¥*) “read” by B during a run
leading from state p to ¢ should be prefixed by ¢(p) and suffixed by 7(q). More precisely, a run of B is
aword vy = qoc1qi - - . Cnqn Withn in N, qo, ..., ¢, in Q, and c1, ..., ¢, in 2 U{0, {e}}, such that (g;_1,ci, )
isin T for i = 1,...,n. The label of v is the element of 2% defined by ||7|| := c1 ... ¢,; it is clear that ||v]|
always belongs to 27" U {#}. Moreover, let us write o(v) := qo for the source of the run v = goc1qy . . . Cnn,
and v(y) := qp for the destination of v. Let us denote by R(B) the set of all runs of the automaton B.
The language ||B|| recognised by B is then defined by

1Bl="J et lirv()).

YER(B)

Definition 3.2. Let (S, F,®) be a summation semiring, S’ a subset of S containing the elements 0 and 1,
and A = (Q,¢,T,7) a finite S’-automaton over S. Let us denote by ¥ the alphabet ¥ = (Q x {1,2}) UT.
A template automaton of A is then a finite (27 U {0, {e}})-automaton temp(A) = (Q,,T’,7') over 2%
defined by ¢/(¢) = (g, 1) for each ¢ in @,

T ={(p,(p;a,9),q) | (p,a,q) €T},

and 7/(¢) = (¢,2) for each ¢ in Q. Let |[temp(A)|| be the language recognised by the automaton temp(.A).
Let h[A]: ¥* — (S,:) be a monoid homomorphism given for each state ¢ in @ by h[A](¢g,1) = t(q) and
h[A](q,2) = 7(q), and for each transition (p,a,q) in T by h[A](p,a,q) = a. If (h[A](w) | w € |temp(A)]]) is
in F, we shall write

A= > hlA(w) (1)

we||temp(A)]|

and call the semiring element ||.A| the behaviour of A. Otherwise we shall say that the behaviour ||A| is
undefined and write || Al = L.

Remark 3.3. Note that we use the same notation || - || for languages recognised by template automata and
for elements realised by automata over summation semirings. This presents a notational collision, as each
template automaton is at the same time a finite automaton over a summation semiring of formal languages.
However, it is easy to establish soundness of the definition by noting that the language |[temp(.A)| remains
unchanged under the latter interpretation as well, i.e.,

U hltemp(A)|(w) = [[temp(A)]|

we||temp(temp(A))]||
for ||temp(A)| and |[temp(temp(.A))]|| interpreted as in the paragraph above Definition 3.2.

Remark 3.4. As explained in Example 2.2, each (countably) complete semiring is a summation semiring,
in which all finite or (countably) infinite families of elements are summable. The behaviour |4 of a finite
automaton A over such semiring, which is given by a finite or countably infinite sum (1), is thus always well
defined. Let us now observe that this definition coincides with the usual definition of behaviour for automata
over complete semirings [11]. We shall do so by providing a characterisation of behaviours of automata over
summation semirings, which, when instantiated to complete semirings, yields one of the usual definitions
of behaviour in this context.

A run of a finite S’-automaton A = (Q, ¢, T, T) over a summation semiring (S, F, ®) is given by a word
Y = qoaiqi . ..anq, over a possibly infinite alphabet Q U S’, with n in N, qq,...,q, in Q, and aq,...,a,
in S, such that (g;—1,a;,¢;) isin T for ¢ = 1,...,n. Each run v = goa1q . .. anq, of A defines an element
7l := a1 ...a, of S; moreover, let () := qo be the source of v and v(v) := g, the destination of v. Let
us denote by R(A) the set of all runs of \A. We will show that ||.A|| can also be given by the sum
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Y doIlr (),

YER(A)

which exists if and only if ||.A|| is defined. To show consistency of this alternative definition with the definition
via (1), we have to prove that (¢(a(¥)) |77 (v (7)) | v € R(A)) is in F if and only if (h[A](w) | w € |[temp(A)]|)

is, while in that case
Yo wellrwt) = Y. BlAl(w).

YER(A) we||temp(A)]|

However, the mapping f;: R(A) — R(temp(.A)) defined for all runs v = goai1q - - - gn—1a,qn in R(A) by

fl (’7) = q0(q07 a, CI1)(I1 cee qnfl(anlv Qp,y Qn)qn

is clearly a bijection. The same property is also obviously true for fs: R(temp(A)) — |[temp(A)|| given for
all v = qo(qo, a1,q1)q1 - - - Gn-1(gn—1, @n; gn)gn in R(temp(A)) by

F2(7") = (90, 1) (90, a1, 1) (q1, a2, G2) - - - (Gn—1, Qn, 40) (G, 2)-

The mapping f: R(A) — |[temp(A)||, defined by f := f5 o fi, is therefore a bijection as well. For each
Y = qoa1qi - - - ¢n-1anGn in R(A), we have

F(v) = (g0,1)(q0, a1, ¢1)(q1,a2,42) - . (Gn—1, n, G) (Gn 2),

so that
hlA](f(7)) = t(qo)ar - . . anT(gqn) = tla(V)[IFY[IT(¥(7))

Moreover, f being a bijection implies that ||temp(A)|| can be expressed as a disjoint union

ltemp(A)| = |J {F (0}

YER(A)

It thus follows by the conditions (7) and (i7) of Definition 2.1 that the family (h[A](w) | w € |[temp(A)]|) is
in F if and only if (¢(a(v))||v[IT(v (7)) | v € R(A)) = (h[A](f(7)) | v € R(A)) is in F and that

Yo doIlirw() = Y0 KA = Y hlA(w)

~YER(A) YER(A) we|[temp(A)|
whenever this is the case, proving equivalence of both definitions.

Remark 3.5. It has been mentioned in Example 2.3 that each semiring of power series can be seen as
a summation semiring, in which all locally finite families of series are summable. Finite automata over
semirings of formal power series are usually called weighted automata [7]. It is well known that if a weighted
automaton A is proper [22, 23] (a proper series is “read” on each transition; c¢f. Example 4.2), then the
behaviour of A can be expressed as a sum over a locally finite family of power series.

More precisely, given a semiring S and an alphabet 3, let S(X U {e}) be the set of all power series r
in S{X*) such that (r,w) # 0 for w € ¥* implies that w is in ¥ U {e}. A weighted automaton can then
be identified with a finite S(X U {e})-automaton A = (Q, ¢, T, 7) over the summation semiring S{>*) with
locally finite families of series being summable.® A proper weighted automaton is then a weighted automaton
such that (r,e) = 0 for each (p,r,¢q) in T.

The behaviour ||A| of a proper weighted automaton A is often defined via a possibly infinite sum over
runs, as in Remark 3.4. The family summed over there is known to be locally finite, and the sum is thus
well-defined for every semiring S.* Using the same argumentation as in Remark 3.4, it can be proved that
this sum is equivalent to (1).

30ne also usually supposes that (.(g),c) = (7(g),¢) = 0 for each ¢ in Q and c in ¥, so that the initial and terminal weights
can be identified with elements of S.

4Using the fact that S(X U {e}) is closed under addition and distributivity, it is easy to see that it is enough to have at most
one transition (p,r, ¢) for each p, ¢ in Q. Alternatively, one may decompose such transition into several transitions (p, 7, ) such
that (r,c) # 0 for precisely one ¢ in X. “Restrictions” like these are commonly adopted in the theory of weighted automata.
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The observations made in the two remarks above imply that the class of finite automata over summation
semirings comprises both all automata over complete semirings and all proper automata over power series
semirings (that is, all proper weighted automata).

Before going any further, let us give an example demonstrating the evaluation of behaviour of finite
automata over summation semirings from their template languages.

Example 3.6. Let ¥ = {a,b} and consider the summation semiring of power series N{X*) with sums
over locally finite families of series, where N is equipped with standard addition and multiplication. Let
A= (Q,t,T,7) be the finite automaton over N{X*) depicted in Figure 1.

Figure 1: The finite automaton A over the summation semiring N{3™).

The template automaton temp(A) = (Q, ', T, 7') differs from A in that transitions (1, 2a,2), (2, 3b, 3),
(3,1a,1), (1,4a,4), and (1, 3b,4) are respectively replaced by (1, (1, 2a, 2), 2), (2, (2, 3b,3),3), (3, (3, 1a,1),1),
(1,(1,4a,4),4), and (1,(1,3b,4),4), and in that each state ¢ =1,...,4 has //(¢) = (¢,1) and 7'(¢) = (g, 2).
The language |[temp(.A)]|| is therefore given as follows:

ltemp(A)|| = | (p.1)Lp,q(a.2),
p,q€Q
where
Li1 = ((1,2a,2)(2,3b,3)(3, 1a, 1))*, Ly = (3,1a,1)Ly 1,
Lia = ((1,2a,2)(2,3b,3)(3,1a,1))*(1,2a,2), L32 = (3,1a,1)Ly o,
Lis = ((1,2a,2)(2,3b,3)(3,1a, 1))*(1, 2, 2)(2, 3b, 3), Lss = ((3,1a,1)(1, 2a,2)(2, 3b, 3))",
Lis = ((1,2a,2)(2,3b,3)(3, 1a,1))*{(1,4a,4), (1,3b,4)},  Ls.q = (3,1a,1)Ly.4,
Lo = (2,3b, 3)(3, a, )L1 15 Ly =0,
La2 = ((2,30,3)(3,1a,1)(1, 20, 2))", Lyo =0,
L2 = ((2,30,3)(3, 1)(1,2a,2))*(2,3b,3), Lys =0,
L24—( ,3b 3)( ,].(l )Ll 4, L474:{€}.

The homomorphism h[A]: ((Q x {1,2}) UT)* — (N{X*),-) is given by
hlA]((1,2a,2)) = 2a, R[A]((1,1)) = 1e, hlA]((1,2)) =0,
h[A]((2,3b,3)) = 3b, hlA]((2,1)) =0, hlA]((2,2)) =0,
h[A]((3,1a,1)) = 1a,  h[A]((3,1)) =0, h[A]((3,2)) =0,
hlA]((1,4a,4)) = 4a, h[A]((4,1)) =0, hlA]((4,2)) = 1e.
h[A]((1,30,4)) = 3b,



As a consequence, we obtain the expected behaviour

M= > hAlw) = Yo hAw+ Y Yo hAw) =

we|[temp(A)|| we(1,1)Ly,4(4,2) p¢q7q563¢4 we(p,1)Ly q(q,2)
- (Z h[A] ((1,1)((1,2a,2)(2,3b,3)(3,1a,1))"(1, 4a, 4)(4,2)) +
neN

+ > A ((1,1)((1,2a,2)(2,3b,3)(3, 1a,1))"(1, 3b, 4)(472») +0=
neN
= Z ((4-6™)(aba)"a+ (3-6")(aba)"b) .
neN

The following lemma states that if a family of homomorphic images of words in a rational language
is summable in some summation semiring .S, then the sum over this family is a behaviour of some finite
automaton over S. In other words, elements realised by finite automata over S can not only be characterised
as sums of homomorphic images of words from rational languages recognised by template automata, but
also as sums of homomorphic images of words from arbitrary rational languages.

Lemma 3.7. Let ¥ be an alphabet, L C ¥* a rational language, (S, F,®) a summation semiring, and
h:¥* = (S,-) a monoid homomorphism. If (h(w) | w € L) is in F, then the semiring element

> h(w)

wel
equals the behaviour || Al of some finite S’-automaton A over S with S" = h(X) U {0, 1}.

Proof. As L is rational, it is recognised by some unambiguous finite (27 U{0), {¢}})-automaton B = (Q, ¢, T, 7)
over 2% such that «(q) and 7(g) are either () or {€} for all ¢ in Q and a is in 2} (identified with ¥) whenever
(p,a,q) is in T for some p,q in Q. Without loss of generality, let us also assume that there is at most one ¢
in X for each p, ¢ in @ such that (p,c,q) is in T — this normal form can be easily obtained by maintaining
a copy of each state for each last read symbol.

Let us now construct a finite S’-automaton A over S as follows: A = (Q,,T’,7"), where

oy J 1 i) ={e}

e £7(q) = {e}
T(Q)_{ 0 ifr(q)=0

for each ¢ in @, and where T' = {(p,h(c),q) | (p,c,q) € T}. Let x(A) be the language of all z in (T")*
such that (p,1)z(q,2) is in ||temp(A)|| for some p,q in @ such that J/(p) = 1 and 7'(q) = 1; let x’'(A) be
the language of all (p,1)z(q,2) in |[temp(A)|| such that /(p) = 0 or 7/(¢) = 0. It is then clear that if
f:(T"* = ¥* is a homomorphism defined by f(p,h(c),q) = ¢ for all p,q in @ and ¢ in ¥ such that (p, ¢, q)
is in T (there is at most one such ¢ for each p, ¢ by our earlier assumption; f is thus well-defined), then

L= {J {f()} (2)
z€X(A)

Moreover, it is clear that h[A](z) = h(f(x)) for all z in x(A). As B is unambiguous, the union in (2) is
disjoint. It then follows by conditions (i) to (iv) of Definition 2.1 that the families (h[A](z) | = € x(A)) and
(h[A](z) | « € ||temp(A)||) are summable whenever (h(w) | w € L) is, in which case

A= > hlA@) = > BA@+ Y 0= > @)= Y h(fx)=) hw).
z€||temp(A)|| zeX(A) zex’'(A) zeX(A) zeX(A) weL

This proves the statement of the lemma. O



Remark 3.8. Note that the automaton A = (Q,¢,T’,7’) constructed in the proof of Lemma 3.7 has
a property that ¢/(¢) is either 0 or 1 for each state ¢ in @) and the same property holds for 7/(¢). As the rational
language L from the statement of Lemma 3.7 can be chosen as L = ||temp(C)|| for each finite S’-automaton
C over a summation semiring S, this proves that each finite S’-automaton over S can be transformed into
a normal form, in which both the initial weight and the terminal weight of each state ¢ is in {0, 1}.

Moreover, observe that this property has been established without actually doing the construction,
utilising the well-known fact that it is possible to construct a finite automaton B = (Q,:,T,7) for the
language L such that «(q) and 7(q) are in {(),{e}} for each state ¢ in Q). Stronger normal forms for finite
S’-automata over a summation semiring S can be obtained in a similar way as well. For instance, by
assuming that B is normalised [22, 23] — i.e., that it has a single initial state p, which is not a destination of
any transition, and a single terminal state g # p, which is not a source of any transition — it is possible to “lift”
this property to automata over summation semirings. That is: each finite S’-automaton over a summation
semiring S is equivalent to some finite S’-automaton A = (Q, ', T, 7") over S, for which there are p,q in @
such that p # ¢, /(p) = 7'(q) = 1, /(p') = 0 for each p’ in @Q different from p, 7/'(¢’) = 0 for each ¢’ in @
different from ¢, and 7" is a finite subset of (Q — {¢}) x ' x (Q — {p}).

One of the widely used approaches to defining series realised by weighted finite automata or elements
realised by finite automata over complete semirings utilises the star of a transition matriz corresponding to
an automaton |7, 11, 22, 23|. In the setting of summation semirings, it may happen that the behaviour of
a finite automaton is defined although some entries of the star of its transition matrix are not. Conversely,
a sum by which the behaviour of a finite automaton is given might be undefined even if the star of its
transition matrix is defined.® This means that the definition of a realised semiring element via matrices is
not a proper equivalent of Definition 3.2.

Nevertheless, we shall now prove that both definitions are equivalent whenever both the behaviour and
the star of a transition matrix are defined. In other words, the approach based on matrices results in the
same notion of realised semiring elements, but these are well defined for a slightly different class of automata.
On the other hand, it is easy to see that this class still contains all finite automata over complete semirings
and all proper weighted automata.

Let us first define the star A* of a square matrix A over a summation semiring. This is defined to be, if
it exists, the elementwise sum of all nonnegative integer powers of A.

Definition 3.9. Let (S,F,®) be a summation semiring, n > 1 in N, and A = (a;j)nxn @ square matrix
over S. For each t in N, let

alyl[t] (llﬂg[t] e alyn[t]
At a271[t] ag’g[t] e ag’n[t]
anilt] an2(t] ... apnlt]
If (a;;[t] | t € N) isin F for i,j = 1,...,n, we shall define the star A* of A by
ZtEN alyl[t] ZtEN al,g[t] e ZtEN alm[t]
A* B teN a271 t ZtGN a2’2 t] e ZtEN G,Q,n t]
Doiennalt]l Dienan2[t] o D ien @nnlt]

Otherwise we shall say that the star A* of A is undefined.

Without loss of generality, we shall now confine ourselves to automata with state sets {1,...,n} for some
n > 1in N. This is no real restriction, as it essentially corresponds to fixing a linear order on the set of states
and identifying each state with its position in this order. However, note that we shall do this for notational
convenience only, as it is possible to use matrices and vectors indexed by the set of states @ instead [11].

51n fact, this latter inconsistency is not so unusual as it may seem — it may already happen for cycle-free weighted automata
over arbitrary coefficient semirings, as defined in [11]. We shall return to this point in Section 8.
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Definition 3.10. Let (S, F, ®) be a summation semiring, S’ a subset of S containing the elements 0 and 1,
n>1in N, and A = ({1,...,n},:,7,7) a finite S’-automaton over S. For each p,q in Q, let o(p,q) be
defined by the finite sum

op.g)= Y, a

acs’
(p,a,q)€T

The initial vector 14 and the terminal vector F 4 corresponding to A are then defined by
Ia=((1),(2),...,tn)) and Fu=(r(1),7(2),...,7(n)T,

and the transition matriz A4 of A is defined by

A1) o(l2) ol
Ay = 0('7 ) U(:v ) o(2,n)
om,1) o(n,2) ... o(nn)

If A is clear from the context, we may write I, A, and F instead of I 4, A4, and F4.

We are now prepared to prove that if A is an automaton with transition matrix A such that A* and ||.A]l
are both defined, then TA*F' coincides with ||A]|.

Theorem 3.11. Let (S, F,®) be a summation semiring, S’ a subset of S containing the elements 0 and 1,
and A= ({1,...,n},¢,T,7) a finite S’-automaton over S for some n > 1 in N. Let I be the initial vector,
A the transition matriz, and F the terminal vector of A. If ||A|| and A* are both defined, then

A = IA*F.

Proof. Let E be the transition matrix of temp(A). Let E* = (e; j[t])nxn for each ¢ in N. It is easy to prove
by induction that if A* = (d; ;[t])nxn for each t in N, then d; ;[t] is given by the finite sum

z€e; j[t]

for i,7 =1,...,n and each ¢t in N. It then follows by the obvious unambiguity of the template automaton
temp(A) that |[temp(A)| can be expressed by the disjoint union

[temp(A U U UG e 1610, 2).

1=1j5=1teN

As a result, it follows by conditions (i) to (iv) of Definition 2.1 that

M= > w)=3" Z Y hiA 2)) =

w€||temp(.A)H 1=1 j=1teN zce; ;[t]
n n

=Y D 3 RAGY [ Y kAl) =
=1 j=1 teN a:Eei,j[t] 1=1 j=1 teN

=33 u(i) (Z d; [t]) 7(j) = IA*F,
i=1j=1 teN

all sums being over summable families. The theorem is proved. O
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4. Summation Semirings and Partial Conway Semirings

Bloom, Esik, and Kuich [2, 12] have developed a theory of finite automata and rational semiring elements
in the framework of partial Conway semirings over an ideal (see Section 2 for the definition of such semirings).
Similarly to finite automata over summation semirings, the notion of finite automata over partial Conway
semirings unifies the usual notions of finite automata over complete semirings and proper automata over
arbitrary power series semirings (and cycle-free automata are incorporated as well).

Let us first recall the basic definitions. An ideal [2, 12, 14] in a semiring S is a nonempty subset I of S
such that a + b is in I whenever a, b are in I and such that a-x and z - a are in I whenever a is in I and x
isin S.

Let S be a semiring and I an ideal in S. The semiring S is called a partial Conway semiring [2, 12]
over [ if it is equipped with a unary operation *: I — S such that the sum star identity

(a+b)*=a"-(b-a")*
holds for all a,b in I and the product star identity
(a-b)*=1+a-(b-a)"-b

holds for all a,b in S such that a isin I or b is in I. A partial Conway semiring S over the ideal S is called
a Conway semiring [2, 6, 12].

Example 4.1. Tt is well known [6] that if a star operation is defined for all @ in a complete semiring S by

a* = Z at,
ieN
then the sum star identity and the product star identity hold for all a,b in .S. Hence, each complete semiring
is a partial Conway semiring (a Conway semiring, in fact).

Example 4.2. A formal power series r in S{3*)) (cf. Example 2.3) is said to be proper if (r,e) = 0. It is
proved in [2, 12] that if S is a partial Conway semiring over some ideal I and ¥ is an alphabet, then S{>*})
is a partial Conway semiring over the ideal {r € S{X*) | (r,e) € I'}. As an important special case, consider
I = {0}: the set S{XT) of all proper series in S{X*) is an ideal. Moreover, it is easy to see [2, 6, 12]
that if 7 is in S(XT), then the family of series (% | i € N) is locally finite, and thus can be summed as in
Example 2.3. The star r* of a proper series r can thus be defined as a sum of this locally finite family. It is
then possible to prove [2, 12] that the sum star identity holds for each pair of proper power series and that
the product star identity holds for each pair of power series such that at least one of them is proper. This
implies that each semiring of power series is a partial Conway semiring over the ideal of proper series.

In what follows, we shall show that the two alternative unifying approaches provided by summation
semirings and partial Conway semirings have incomparable scopes. This means that there exists a summation
semiring that is not a partial Conway semiring over an ideal and conversely, there is a partial Conway semiring
that is not a summation semiring.

Remark 4.3. The above claim should be made more precise in order to rule out possible trivial interpre-
tations. To this end, we shall say that a summation semiring (S, F,®) is a partial Conway semiring over
an ideal if the set I of all a in S such that (a’ | i € N) is in F forms an ideal in S and if the sum star and
product star identities hold for a star operation defined for all @ in I by

a* = Z a’.
ieN
Conversely, we shall say that a partial Conway semiring S over an ideal I is a summation semiring, if it is
possible to find F and ® so that (S, F, ®) is a summation semiring, (a* | i € N) is in F for all a in I, and

a* = Z a'
ieN
holds for each a in I. We shall always conform to this convention in what follows.
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It has to be noted that although the following two propositions show their incomparability, the settings
most relevant from the viewpoint of automata theory seem to be within the scope of both summation
semirings and partial Conway semirings.

Proposition 4.4. There is a summation semiring that is not a partial Conway semiring over an ideal.

Proof. Consider the semiring (R>¢,+, -, 0,1) of nonnegative real numbers with usual operations of addition
and multiplication, which can be turned into a summation semiring (R>g, F, ®), where F consists of all finite
families (a; | i € {i1,...,in}) in F(R>p) and all countably infinite families (a; | ¢ € {i1,42,...}) in F(R>o)
such that the infinite series -

Z @iy

j=1

converges. This convergence is necessarily absolute — the sum of a series and the property of a family being
in F thus do not depend on the order of elements. Hence, it is possible to define the function ® for all finite
I={i,...,in} and all (a; | ¢ € I) in F by

@(ai |Z€I) :Zai:iaij
j=1

iel

and for all countably infinite I = {i1,42,...} and all (a; | ¢ € I) in F by

00
<I>(ai |Z€I) =Za¢=Za¢j.
j=1

iel

It is easy to check that the conditions (i) to (iv) of Definition 2.1 are indeed satisfied.
On the other hand, this summation semiring is not a partial Conway semiring over an ideal, as (a* | i € N)
is in F if and only if 0 < a < 1. However, the real interval [0,1) is not an ideal in R>. O

Proposition 4.5. There is a partial Conway semiring over an ideal that is not a summation semiring.

Proof. Consider the semiring (Rat a*,U, -, 0, {€}) of rational languages over the unary alphabet {a} together
with the standard operations of union and concatenation. This is a Conway semiring — that is, a partial
Conway semiring over Rat a* — for the star of a language defined in the usual way.

Suppose for contradiction that (Rat a*,U, -, (), {e}) forms a summation semiring (Rat a*, F, ®) for some
F and ®, so that (L* | i € N) is in F and

(L |ieN)=) L'=L"
€N
for all L in Rat ¢*.% In particular, ({a’} | i € N) is in F and
a* = Z{ai}.
€N
It then follows by condition (i) of Definition 2.1 that ({a'} | i € I) is in F for I = {n? | n € N}. Let

L=> {d'}. (3)

i€l

6Note that we denote the infinite summation in (Rat a*, F, ®) by ZieN L%, as opposed to UieN L%. The reason for this is
that it is not a priori clear that the infinite summation has to coincide with the usually defined infinite union.
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For n in I, the word a™ has to be in L, as conditions (i7) and (7) of Definition 2.1 imply that

L= Z{ai} = Z {a’} | U Z {a'} | = L' u{a™}

i€l iel—{n} ie{n}

for some language L’. On the other hand, if n is not in I, it follows by iteration of the product star identity
that
a* ={a®}u{a'}u...u{a" YU {a"}Uua"t - a*,

from which we obtain, by conditions (i) to (iv) of Definition 2.1,
a* —{a"} ={a®Yu{a'}U...u{a" T JUa" . a* =

={a"}u{a'}u...u{a" ' Jua". Z{ai} = Z {a'}.

€N i€EN—{n}

Now, as I C N — {n}, condition (i#) of Definition 2.1 gives us

a* —{a"} = <Z{ai}> U Z {a} | =LuUL"

iel ieN—{n}—T

for some language L, from which it follows that a™ is not in L. As a result, the word a™ is in L if and only
if n is in I — that is,
2
L={a" |neN}

However, the language L is not rational, meaning that (3) cannot hold — a contradiction. O

5. Rational Expressions over Summation Semirings

We shall now define rational expressions over summation semirings and prove their equivalence with
finite automata, given that their semantics is suitably defined. The syntax of rational expressions shall be
defined in a standard way, as for any other class of semirings.

Definition 5.1. Let (S, F,®) be a summation semiring and S’ a subset of S containing both 0 and 1.
A rational S’-expression over S is a word from a language defined inductively as follows:

1. If a is in ', then a is a rational S’-expression over S called an atomic expression or an atom.

2. If E and E’ are rational S’-expressions over S, then (E + E’) and (E - E’) are rational S’-expressions
over S as well.

3. If E is a rational S’-expression over S, then (E*) is a rational S’-expression over S as well.

4. Nothing else is a rational S’-expression over S.

To specify the semantics, we shall associate what we shall call a template expression temp(E) to each
rational expression E over a summation semiring. Roughly speaking, this shall be done by replacing each
atom of the original expression with a distinct symbol from some alphabet and by adding some other
symbols ensuring that the template expression is unambiguous. The atoms of a template expression will
always be cg, .. ., ¢, for some n in N and symbols ¢y, . . ., ¢,. However, in order to allow for a natural recursive
definition of template expressions, we shall first define temp, (E) for each k in N, in which the atoms will
be ck,...,Cktn, and then define the template expression to be tempg,(E). The semiring element denoted by
a rational expression E will then be defined in terms of the language |[temp(E)|| denoted by its template
expression (under the usual semantics [22, 15]) and a suitable homomorphism.

Recall that if X is a set, then 2;° denotes the set of all singleton subsets of X, while each {z} in 25 is
identified with x in X.
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Definition 5.2. Let (S, F,®) be a summation semiring and S’ a subset of S containing both 0 and 1.
For all rational S’-expressions E over S and all k& in N, let the alphabet X[E, k], the homomorphism
hlE, k]: Z[E, k]* — (S,-), and the rational (212[E’k] U {0, {e}})-expression tempy (E) over 2*EF" be defined
inductively as follows:

1. For each a in S” and k in N, let X[a, k] = {cx}, the homomorphism hla, k]: X[a, k]* — (S,-) be given
by hla, k](ck) = a, and temp,(a) = cj.

2. If E,E’ are rational S’-expressions over S, k is in N, and m is the number of elements of X[E, k], then
Y[(E+FE'), k] = X[(E-E'), k] = X[E, K]JUX[E', k+m], the homomorphism h[(E+E’), k] = h[(E-E'), k] =: h
is defined by h(c) = h[E, k](c) for all ¢ in X[E, k] and by h(c) = h[E', k + m](c) for all ¢ in X[E’, k + m],
while temp,, ((E + E’)) = (temp,(E) + temp,,,,(E")) and temp, ((E- E’)) = (temp,,(E) - temp,, ., (E)).

3. If E is a rational S’-expression over S, k is in N, and m is the number of elements of X[E, k], then
Y[(E*), k] = Z[E, k) U {cktm}, h[(E*), k](c) = h[E, k](c) for each ¢ in X[E, k], h[(E*), k](ck+m) = 1, and
tempy, ((E*)) = ((tempy (E) - Chyam)”).

Remark 5.3. The reason for introducing the symbol ci,, in temp ((E*)) is to make the stars in template
expressions unambiguous (this property will be used in the proof of Proposition 5.7). Actually, as union and
concatenation are obviously unambiguous in template expressions, this implies that template expressions are
always unambiguous rational expressions. One could get ambiguous template expressions if these symbols
Cr,m were not used: for instance the outer star in ((cf)*) is ambiguous.

Definition 5.4. Let (S, F,®) be a summation semiring, S’ a subset of S containing both 0 and 1, and E
a rational S’-expression over S. Let X[E] = X[E,0], h[E] = h[E, 0], and the template expression temp(E)
corresponding to E be defined by temp(E) = temp,(E).” If (h[E](w) | w € |[temp(E)|)) is in F, we shall write

IEl:== > AE(w)

we||temp(E) ||

and call the semiring element ||E|| the element denoted by E. Otherwise we shall say that the element denoted
by E is undefined and write ||E|| = L.

Remark 5.5. Similarly as for behaviours of finite automata, we use the same notation | - || for languages
denoted by template expressions and for elements denoted by rational expressions over summation semirings.
Despite this notational collision, Definition 5.2 is sound, as it is easy to see that the language ||temp(E)]|
denoted by the template expression temp(E) remains unchanged even if temp(E) is interpreted as a rational
expression over a summation semiring of formal languages.

Example 5.6. Let us construct a rational expression E over the summation semiring N(X*)), with ¥ = {a, b}
and sums over locally finite families of series, such that ||E|| equals the behaviour of the automaton given
in Example 3.6, i.e.,

Z ((4-6™)(aba)"a + (3-6")(aba)"b) .

neN

An obvious candidate is, if we remove some of the parentheses for clarity, the rational expression
E=(6a-b-a)*"-(4a+ 3b).
The template expression corresponding to E is given by
temp(E) = (co - c1-c2-c3)" - (c4 + C5),

so that
[[temp(E)|| = (cocreacs)*{ca, 5t

"In what follows, |[temp(E)|| is the language denoted by temp(E) defined in the usual way. See also Remark 5.5.
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Moreover, the homomorphism h[E| is given by h[E|(¢y) = 6a, h[E](c1) = b, h[E](ca) = a, h[E](c3) = 1,
hlE](¢c4) = 4a, and h[E](c5) = 3b. As a result, we indeed obtain

IEl= > A[E)(w) = hlE]((cocrcacs)™ca) + Y B[E] ((cocicacs)™cs) =
we |[temp(E)|| neN neN
= Z ((4-6™)(aba)"a+ (3-6")(aba)™d),
neN

which is the same series as in Example 3.6.

We shall now prove that the semantics of rational expressions over summation semirings, as introduced
in Definition 5.2, behaves in a relatively reasonable way.

Proposition 5.7. Let (S, F,®) be a summation semiring, S’ a subset of S containing 0 and 1, and E,E/
rational S’-expressions over S such that ||E|| # L and |E'|| # L. Then ||(E+ E)|| = ||E|| + ||[E'|| and
I(E-EN| = ||E|l- ||IE||. If moreover ||(E*)| # L, then (||E||* | i € N) is in F and

IE)I =D IIE"

€N

Proof. Using conditions (i) and () of Definition 2.1, it is easy to prove by structural induction that

Y. hFRKw= Y hFw (4)

we||tempy, (F)|| we||temp(F)||

holds for each rational expression F and each k in N. Let m be the number of elements of X[E] = X[E, 0].
Then, by Definition 5.2,

[temp((E + E'))|| = [|(tempy(E) + temp,,, (E"))[| = |[tempy (E)|| U [[temp,,, (E")]],

with the union being disjoint.® Hence, it follows by conditions (i) and (iii) of Definition 2.1 and by (4) that
(h[(E+ E)](w) | w € |[temp((E + E"))]|) is in F and

I(E+EDIl = > ME+ENw) = > AE+ENw+ > h(E+E)(w) =

welltemp((E+€")| wetempo (©)] welltemp,, (€]
= > hEOw+ Y hE ml(w)=

we ltempo(E)| weltemp,, (€]
= > hE+ Y RE(w) =E+E

welltemp(®)| wetemp(E)|

Next,
[temp((E - E"))|| = || (tempy (E) - temp,,, (E')) || = [[tempq ()| - [|[temp,, (E')]].

8This follows by the fact that Z[E,0] and %[E’,m] are disjoint and that languages |[tempy (F)|| are e-free for all rational
expressions F and all k£ in N.
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Thus, by conditions (i), (¢), and (iv) of Definition 2.1, by the fact that X[E,0] N X[E’, m] = @, and by (4),
I(E-E)|l = > h[(E - EN](w) = > h[(E - EN](w) =
we|[temp((E-E))|l we|[tempg (E) |- |temp,, (E") ]

_ 3 R[E, 0](u) - h[E',m](v) =

(u,v)€l[tempg (B) || X [|temp,, (E/)]]

> RE0)(u) | - > RhE.m(v) | =

u€||tempg (E) || vE|[temp,,, (E')]|

Y hEw) |- Y. hEN) | =IEl-E].

u€l[temp(E) | ve|ltemp(E") ||

This also proves that the multiplication of rational expressions is associative in the sense that

[(E1 - (E2 - E3))|| = [[((E1 - E2) - E3)]|

holds for each triple of rational expressions E;, Eo, E3 such that ||E1]|, ||E2||, and ||Es|| are not L. Thus, in
case we are interested just in the element denoted by the expression, we may write E; - E5 - E3 to denote any
full parenthesisation of E; - E5 - E3.

By induction, we shall extend this convention to products of more than three rational expressions, which
also makes it possible to write E™ for the “n-the power of E” so that |E"|| = ||E||™.

For the star (E*) of the expression E, we have

[temp((E*))|| = [|(temp(E) - cn)*|| = [|(temp(E) - ¢ )[|* = (|temp(E)| - ¢n)* = [ ([Itemp(E)[| - ¢m)".
ieN
This union is disjoint, as (|[temp(E)]|| - ¢,,)? contains precisely i occurrences of ¢, for each i in N. Hence, if
[I(E*)|] # L — that is, if (h[(E*)](w) | w € ||temp((E*))||) is in F — and if we adopt the notational shortcuts

Z (X1, ey Tpy) 1= Z (1, .., Tp)

r1€X1,..., T, €Xp (T15ee T ) EX1 X . X Xy
and
E O(T1y0 0y Tn) = § (@1, Tn),
T1,..., zp€X (1, Tn ) EX X XX

then conditions (i) to (iv) of Definition 2.1 together with (4) give us

IED= > AE)w) =) > hI(ED)](w) =

wé||temp((E*))| i€N we(||temp(E)||-cm)?

> hI(E"))(w) - ... - R[(E")] (wi) =

1€EN wy,...,w; €|[temp(E)||-cm

=> > RI(ED)](21) - R[(EF))(em) - - - RI(ET)] () - PI(E)](em) =

i€N z1,...,x;€|[temp(E)||

=Y Y HEw) AE @) - AE ) =

1€N z1,...,x;€|[temp(E)||

=Y X HEO)@)-hEm(ra) .. HE,mil(z) =
i€N @1 €||tempq (E)||
z2€ | temp,,, (E)]

(]

z;€[[temp,,,; (E) ||

=3 S hEE@ =Y IEN =Y IE,

1€N z€||temp(E?)|| €N €N
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all sums being over summable families, completing the proof. O

Remark 5.8. Note that ||[(E*)|| can be undefined even if || E|| and ||E||* are defined. This is true for instance
for E= (—1+ (1 + a)) interpreted over Z{a*)) with sums over locally finite families of series. The intuitive
reason behind this is that semantics of rational expressions over summation semirings is defined by first
forming a (possibly infinite) family of elements and then summing these elements up. It may happen that
this infinite sum is undefined, while at the same time, it may be possible to sum up the family by parts —
that is, to first partition the original family to subfamilies, next evaluate the sums of these subfamilies, and
finally sum up the results for all subfamilies.

Corollary 5.9. Let (S,F,®) be a summation semiring and S’ a subset of S containing both 0 and 1.
Then the set of all elements of S denoted by rational S’-expressions over S is closed under sum and product.

Proof. Follows immediately by Proposition 5.7. O

We shall say that a subset T' of a summation semiring (S, F, ®) is closed under well-defined star if

a* = E a’

i€N

is in T whenever a is in T and (a | i € N) is in F. We shall now prove one of the less satisfying properties
of rational expressions over summation semirings: the set of semiring elements denoted by them might not
be closed under well-defined star. Note that it is not possible to use the expression E of Remark 5.8 as
a counterexample here, as clearly ||E|| = ||a]|. In fact, it is well known that the closure under well-defined
star does hold in the setting of Remark 5.8. As a matter of fact, a counterexample needs to be constructed
for relatively unusual S and 5.

Proposition 5.10. There is a summation semiring (S, F,®) and a subset S" of S containing 0 and 1 such
that the set of all a in S denoted by rational S’-expressions over S is not closed under well-defined star.

Proof. Let ¥ = {a,b} and S = 2%, Let F consist of all families (L; | i € I) of subsets of ¥* such that
|L;| =1 for finitely many ¢ in I, and let

L |iel)=> Li=|JL
el el

for each family (L; | ¢ € I) in F. It is easy to prove that (S, F,®) is a summation semiring. Moreover,
let S" = 2F U {0, {e}} consist of all singleton subsets of 3, identified with elements of ¥, together with the
languages () and {e}. It is then straightforward to prove that the rational S’-expression E = (a + b) over S
denotes the language ||E|| = {a,b}. The star of this language,

IEN" = {a,0}" = [ {a, b}’

teN

is clearly well-defined in (S, F,®). However, there is no rational S’-expression E’ over (S, F,®) such that
IE'|| = {a,b}*. For if F was such expression, then it can be assumed to contain no atom ) — this can be
proved by induction, utilising the fact that an infinite sum of empty sets is always an empty set in (S, F, @).
It follows that |[temp(F)|| would have to be infinite and

IFl= > AlFl(w)

wel[temp(F)||

would be an infinite sum of singleton subsets of ¥*, which is undefined in (S, F, ®). O
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The following lemma states for rational expressions over summation semirings the same as Lemma 3.7
states for finite automata: if an element of a summation semiring S is a sum of homomorphic images of
words in a rational language — not necessarily a language denoted by a template expression — then it is also
denoted by some rational expression over S.

Lemma 5.11. Let ¥ be an alphabet, L C X* a rational language, (S, F,®) a summation semiring, and
h:¥* = (S,-) a monoid homomorphism. If (h(w) | w € L) is in F, then the semiring element

D hw)
weL
equals ||E|| for some rational S"-expression E over S with S’ = h(X) U {0,1}.

Proof. As L is a rational language, there is an unambiguous rational (27 U {0, {}})-expression F over 2>
such that ||F|| = L holds |22|. The statement of the lemma is trivially true for L = @); we may thus assume
that L # () and that h[F](c) is in 2} U {e} for each ¢ in X[F]. Under this assumption, let f: X[F]* — X* be
a homomorphism defined for all ¢ in X[F] by f(c) = z, where z in ¥ U {e} satisfies h[F](c) = {z}, so that

L= U @k
v temp(F)|

this union is disjoint by unambiguity of F. It is clear that there is a unique rational S’-expression E over S
such that X[E] = X[F], temp(E) = temp(F), and h[E]: Z[E]* — (S, ") is given by h[E] = ho f. It then follows
by conditions (44) and () of Definition 2.1 that the family (h[E](x) | x € ||temp(E)]||) is summable and that

IEl= > hE@= Y h(f@)=> hw).
z€|[temp(E)|| z€|[temp(F)|| weL

This completes the proof. O

We are now ready to prove the main result of this section: the equivalence of rational expressions and
finite automata over summation semirings.

Theorem 5.12. Let (S, F,®) be a summation semiring, S’ a subset of S containing both 0 and 1, and a
an element of S. The following statements are equivalent:

(i) There is a finite S"-automaton A over S such that ||A| = a.
(i¢) There is a rational S’-expression E over S such that ||E|| = a.

(#i1) There is an alphabet 3, a rational language L C ¥*, and a monoid homomorphism h: ¥* — (S, ")
such that h(¥) C S, (h(w) | w € L) is in F, and

a= Z h(w).

Proof. By Lemma 3.7 and Lemma 5.11, both (¢) and (¢4) follow from (¢éi). The converse implications follow
directly by the fact that |[temp(.A)| and |[temp(E)| are rational languages for each finite S’-automaton .4
and each rational S’-expression E over S. O

We shall say that an element of a summation semiring S is an S’-rational element if it is denoted by
some rational S’-expression over S. By Theorem 5.12, this is equivalent to the element being a behaviour
of some finite S’-automaton over S.

Definition 5.13. Let (S, F,®) be a summation semiring, S’ a subset of S containing 0 and 1, and a in S.
We shall say that a is an S’-rational element of S if there is a rational S’-expression E over S with ||E|| = a.

Notation 5.14. Let (S, F,®) be a summation semiring and S’ a subset of S containing both 0 and 1.
Then we shall denote by Rat(S’,S) the set of all S’-rational elements of S.
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6. Right-Linear Systems over Summation Semirings

We shall now define right-linear systems over summation semirings and establish their equivalence with
finite automata and rational expressions. These will extend, e.g., the proper linear systems of [24]. Moreover,
they can also be seen as “right-linear grammars over semirings”; the definition of their canonical solutions is
largely inspired by this point of view.

Definition 6.1. Let (S, F,®) be a summation semiring and S” a subset of S containing both 0 and 1.
A right-linear S'-system over S is a quadruple (n,y, A,b), where n is a positive integer, y = (y1,...,9n)"
is a vector of variables, A = (a; )nxn 1S an m X n matrix such that a; ; is in S’ for 4,j = 1,...,n, and
b = (by,...,b,)T is a vector such that b; is in S’ for i = 1,...,n. We shall usually write the right-linear
system (n,y, A, b) as

y=Ay+b. (5)
Moreover, we shall say that a vector x in S™ is a solution to the system (5) if x = Ax + b holds.

We shall now define the canonical solution of a right-linear system via a template system over a suitable
semiring of formal languages. This definition parallels the definition of behaviour of finite automata. Recall
that if X is a set, then 27 denotes the set of all singleton subsets of X and the element {z} of 2§ can be
identified with z in X.

Definition 6.2. Let (S, F, ®) be a summation semiring, S’ a subset of S containing 0 and 1, and y = Ay+b
a right-linear S’-system over S. Let ¥ = {¢; ; | 4,/ € N; 1 <4, <n}U{d; |i€N; 1 <i<n}. A template
system corresponding to y = Ay + b is a right-linear (2 U {0, {e}})-system

y = temp(A)y + temp(b)

.
over 2%, where

6171 6172 e Cl,n dl
C2.1 C2.2 B X ) d2
temp(A) = ) . ) and temp(b) =
Cnl Cn2 --- Cnn dy,
Let (ly = temp(A)y + temp(b)|1,-...,|ly = temp(A)y + temp(b)||,,)T be the least solution to the tem-

plate system y = temp(A)y + temp(b), guaranteed to exist by the Ginsburg-Rice theorem for context-free
languages [13]; see also [20]. Moreover, for A = (a; j)nxn and b = (by,...,b,)7, let

h[A,b]: £ = (S, )

be a monoid homomorphism such that h[A,b](c; ;) = a;; for i,j = 1,...,n and h[A,b](d;) = b; for
i=1,...,n. Then |y = Ay + b||; is given, for i = 1,...,n, by

ly = Ay + b]|; == > h[A, b](w)
we|ly=temp(A)y+temp(b)||;

if (h[A,b](w) | w € ||y = temp(A)y + temp(b)||;) is in F and by ||y = Ay + b||; = L otherwise. We shall
call the vector
(ly = Ay +bll1,....[ly = Ay +b,)"

the canonical solution to y = Ay + b and say that it is completely defined if ||y = Ay + b||; # L holds
fori=1,...,n.

Remark 6.3. Similarly as for finite automata and for rational expressions, the notation || - || is used in
Definition 6.2 with two different meanings: it can denote both the canonical solution to a right-linear
system over a summation semiring, or the least solution to a template system. As each template system
is at the same time a system over a summation semiring, this presents a potential conflict in notation.
However, it is easy to see that the canonical solution to each template system is precisely its least solution;
the use of the same notation in both cases is thus justified.
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Remark 6.4. Note that right-linear grammars corresponding to template systems are always unambiguous,
as each right-hand side of a production rule in such grammar starts with a distinct terminal symbol.

Example 6.5. Consider the following right-linear system over the summation semiring of formal power
series N(X*) for 3 = {a, b}, with sums over locally finite families of series:

y:(Qoa 21b>Y+<(1)>' )

The corresponding template system is then given by

c11 €12 di
— ’ k) +
Y < 21 C22 >y < d2 )
and it is obvious that its least solution is given by (L1, L2)T, where
Li = ({e1n} Ucr2¢3 5¢2.1)" ({d1} U cr 265 5d2),
Ly = ({e22} Uca il e12)"({d2} Uz el 1dr).

Moreover, if we denote the matrix of the system (6) by A and the vector (0,1)7 by b, the homomorphism
h[A,b] is given as follows:

h[A,b](c11) = 2a, h[A,bl(c12) =1, h[A,b](dy) = 0,
h[A,b](c2,1) = 0, h[A,b](ca2) = 2b,  h[A,b](dz) = 1.

Let ' = {c1,1,¢1,2,¢2,2,d2} be the alphabet of symbols, for which the homomorphism h[A, b] evaluates to
a non-zero value. Then the canonical solution of (6) is given by (r1,72)”, where

ri= Y hlAblw)= > hAbJw)+ Y hlAb|w)= > h[A,b](w) | +0 =

weLy weLNl'* weL,—T* wec{,lcl,gczﬂdg
_ 7 j _ PN
= E h[A, b](Cl7161720;72d2) = E 2" q bj,

3,5 EN i,jEN

ro= Y h[AbJw)= > h[ADblw)+ > AADbJw) = > hADb|(w)]|+0=

weLgy weLoNI'* wELy,—T* w€c§,2d2
= S h[Ab](choda) = 3 270,
jEN JEN

Let us now prove that each completely defined canonical solution to a right-linear system is also a solution
in the sense of Definition 6.1.

Proposition 6.6. Let (S, F,®) be a summation semiring, S’ a subset of S containing 0,1, andy = Ay + b
a right-linear S'-system over S such that its canonical solution s = (||ly = Ay + b||1,..., |y = Ay + b||)7
is completely defined. Then s is a solution toy = Ay + b, i.e., s = As + b holds.

Proof. Tt clearly suffices to prove that

ly = Ay +blli =b; + ) aix - ly = Ay + bl (7)
k=1

holds for ¢ = 1,...,n. Let i be fixed. Then

ly = temp(A)y + temp(b)||li = {di} U | ] cix - [ly = temp(A)y + temp(b)]|
k=1

20



with the unions being disjoint. Thus, it follows by conditions (7) to (iv) of Definition 2.1 that

ly = Ay +b|; = Z h[A,b](w) =
we|ly=temp(A)y-+temp(b)|l;
= h[A,b](di) + > h[A,b](ci) - 3 h[A, b](w) =
k=1 we||y=temp(A)y-+temp(b)|x

n
=bi+ Y aix- |y = Ay +bl,
k=1

proving (7) and hence also the proposition. O

Let us now prove for right-linear systems a result analogous to Lemma 3.7 for finite automata and to
Lemma 5.11 for rational expressions: if an element of a summation semiring can be expressed as a sum of
homomorphic images of words from a rational language, then it is a first component of a canonical solution
to some right-linear system (this canonical solution might not be completely defined).

Lemma 6.7. Let ¥ be an alphabet, L C ¥* a rational language, (S,F,®) a summation semiring, and
h:¥* = (8,-) a monoid homomorphism. If (h(w) | w € L) is in F, then the semiring element

> h(w)

weL
equals ||y = Ay + b||1 for some right-linear S’-system'y = Ay + b over S with S" = h(X) U {0, 1}.

Proof. The language L is rational; it is thus generated by some unambiguous right-linear grammar [15].
Assume without loss of generality that the rules of this grammar are all either of the form & — zv for
some nonterminals &, v and some z in ¥ U {e}, where each such z is uniquely determined by & and v (this
can be assured by maintaining a copy of each nonterminal for each z in ¥ U {e}), or of the form ¢ — z
for some nonterminal ¢ and some z in ¥ U {e¢}, where each such z is uniquely determined by £ (this can
be assured by introducing a new nonterminal for each z in ¥ U {¢} and possibly some chain rules). By
virtue of the classical Ginsburg-Rice theorem [13], this right-linear grammar corresponds to some right-
linear (2} U {0, {e}})-system y = A’y + b’ over 2%~ such that ||y = A’y +b/||; = L. Let A’ = (a; j)nxn and
b’ = (B1,...,8s)T for some positive integer n.

Let us now consider a right-linear S’-system y = Ay +b over S with A = (a; j)nxn and b = (by,...,b,)7
defined by

w = { h(z) if a;; = {z} for some z € T U {¢}
J 0 if Q5 = 0

fori,j=1,...,n and by
b — h(z) if B; = {2z} for some z € L U {e}
10 ifgi=0

for i =1,...,n. Clearly, ||y = temp(A)y + temp(b)||; is the same as ||y = temp(A’)y + temp(b’)||; — let
us denote this language by 7. Here, temp(A4) = (¢; j)nxn and temp(b) = (di,...,d,)”. Let us denote by I'
the alphabet I' = {¢; ; | 1, € N; 1 <4,5 <n}U{d; | i € N; 1 <4 <n}. Moreover, let us denote by x(T)
the language

W(T) = {w e T | HA,W(w) £ 0}

and by x(I') the alphabet x(I') = {c € T | h[A",b](c) # 0}. Clearly, x(T) is a language over x(I'). Let
f:x(T)* — ¥* be a homomorphism defined for all ¢ in x(T') by f(¢) = z if h[A",b’](c) = {2}, so that
h(f(z)) = h[A,b](z) for all z in x(T')* and

L= J {f@)

zex(T)
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with the union being disjoint by unambiguity of the grammar for L. It then follows by conditions () to (iv)
of Definition 2.1 that (h[A,b](x) | z € T) is in F and

Iy = Ay +bli = S BAb)@) = 3 BAB@+ Y 0= 3 hAbl@) =

zeT zex(T) zeT—x(T) zex(T)
= > h(f@) =) h(w).
zex(T) weL
This completes the proof. O

We are now ready to state the main result of this section: the equivalence of right-linear systems with
finite automata and rational expressions.

Theorem 6.8. Let (S, F,®) be a summation semiring, S’ a subset of S containing both 0 and 1, and a
an element of S. Then a is in Rat(S’,S) if and only if a = ||y = Ay + bl|1 for some right-linear S’-system
y = Ay + b over S.

Proof. By Theorem 5.12, it is enough to prove that a = ||y = Ay + b||; for some right-linear S’-system
y = Ay + b over S if and only if
a= z h(w)

weL

for some rational language L C ¥* and a monoid homomorphism h: ¥* — (.59,-) such that h(X) C S’ and
(h(w) | w € L) is in F. However, the “if part” of this statement follows by Lemma 6.7, while for the “only
if part” it suffices to take L = ||y = temp(A)y + temp(b)||; and h = h[A, b]. O

7. MSO Logics over Summation Semirings

The behaviour of a finite automaton A4 over a summation semiring has been defined by first associating
a template automaton temp(.A) over some suitable alphabet to A and next taking, if it exists, the sum of
homomorphic images of words from the language recognised by temp(.A). A similar approach has been used
in the definitions of semantics for rational expressions and of canonical solutions to right-linear systems.

We shall now use this method of “homomorphic transition” from template languages to summation
semiring elements to generalise the classical monadic second-order (MSO) logics on words of Biichi and
Elgot [3, 10, 9, 16, 19, 25] to monadic second-order logics over summation semirings that are expressive
equivalents of finite automata, rational expressions, and right-linear systems.

The concept of MSO logics over summation semirings, as introduced in what follows, should be distin-
guished from the concept of weighted MSO logics of Droste and Gastin [4, 5]. When restricted to semirings
of formal power series, our MSO logics do not generalise the weighted MSO logics. In fact, already the phi-
losophy behind both concepts is different: while weighted MSO logics of Droste and Gastin [4, 5] extend the
classical MSO logics on words by a possibility of “emitting weights”, MSO logics over summation semirings
are no longer logics on words, but “logics on factorisations of semiring elements”. Hence, while weighted
MSO logics are suitable for modelling quantitative properties related to definability via MSO logics on words
such as the “number of proofs” that a word belongs to a language, MSO logics over a summation semiring S
can be used to specify sets of “valid annotated products” a[fl] . a[;z] e a%"% where a1, ..., a, are elements
of some subset S’ of S and i1, ...,1%, are “annotations” from some finite subset of N. Different “annotations”
of elements of S’ correspond to different predicates used to specify them — MSO logics over summation
semirings thus have a predicate for each element of S’ and each “annotation” in N. The semantics of an

MSO sentence ¢ is then defined to be, if it exists, the sum of a1 -as-. . .-a, over all “valid annotated products”
a:[l“] . a[; al a%"} specified by . Furthermore, we shall see that MSO logics over summation semirings of

power series are not even expressive equivalents of weighted MSO logics: while MSO-definable elements of
summation semirings coincide with the rational elements, this does not hold without further restrictions for
MSO-definability via weighted logics, which can also define power series that are not rational.

22



Definition 7.1. Let (S, F,®) be a summation semiring and S’ a subset of S containing both 0 and 1.
The language of the monadic second-order logic over S’ and S (abbreviated MSO(S’,S)) is built upon
an infinite alphabet consisting of:

a) Symbols x,y, z, . . ., possibly with indices or other “decorations”, for first-order variables.

b) Symbols X,Y, Z, ..., possibly with indices or other “decorations”, for set variables.

¢) Symbols — and V for logical connectives (negation and disjunction).

d) A symbol 3 for the existential quantifier.

f) For each a in S’ and each 7 in N, a symbol for a unary predicate Py].

A symbol € for set membership.

)
)
)
)
e) A symbol < denoting the order relation on indices.
)
g)
)

h) Symbols ( and ) for parentheses.
The set of all well-formed formulae in MSO(S’, S) is defined as follows:

1. If z,y are first-order variables, X a set variable, a an element of S’, and 7 in N, then z <y, z € X,
and P} (z) are well-formed formulae in MSO(S’, S) called atomic formulae.

2. If p,4 are well-formed formulae in MSO(S’,5), x a first-order variable, and X a set variable, then
(=¢), (p V), (3x. ), and (IX. ) are well-formed formulae in MSO(S’, S).

3. Nothing else is a well-formed formula in MSO(S’, S).

We shall now view S’ x N — that is, the set of annotated elements of S’ — as an infinite alphabet ¥ for
a while, and define the semantics of a well-formed formula in MSO(S’,.S) via the notion of satisfaction of
a formula on a word w in ¥*, using the standard semantics for MSO logic on words. We shall thus in fact

interpret the formulae of MSO(S’, S) in the relational structures w = ({1,..., |w|}, ™), (P((:z))(ayi)eg) for

w in ¥*, where <(*) is the usual order on {1,...,|w|} and
) (k) = 1 if (a,%) is the k-th symbol of w
(@)Y 71 0 otherwise

for each (a,?) in ¥ and each k in {1,...,|wl|}.

Definition 7.2. Let (S, F,®) be a summation semiring, S’ a subset of S containing the elements 0 and 1,
and ¥ an infinite alphabet ¥ = S’ x N. For all well-formed formulae ¢ in MSO(S’,S) let the template
formula temp(y) in MSO(X,,), for some finite 3, C ¥, be defined inductively as follows:

1. If x,y are first-order variables, X a set variable, a an element of S’; and ¢ in N, then temp(x < y) is
z <y, temp(z € X) is z € X, and temp(PY (2)) is Pa iy ().
2. If p, 1 are well-formed formulae in MSO(S’,5), z a first-order variable, and X a set variable, then

temp((—p)) is (~temp(p)), temp((p V) is (temp(yp) Vtemp(v)), temp((3z. ¢)) is (Fz. temp()), and
temp((3X. ¢)) is (IX. temp(p)).

We shall say that ¢ is a sentence in MSO(S’, S) if temp(y) is a sentence in MSO(X,), i.e., if temp(y)
contains no free variables. For each w in ¥* and each sentence ¢ in MSO(S’, S), we shall write

w |= temp(yp)

if the sentence temp(y) is, under the standard notion of satisfiability for MSO formulae on words [25],
satisfied by w (to make the semantics precise, we shall assume that ¥, is the smallest alphabet such that
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temp(p) is a formula in MSO(X,,), and allow w = temp(y) only if w is in X%). Moreover, let |[temp(p)]| be
the set

[temp(p)[| = {w € ¥ | w = temp(p) }

and hlp]: £* — (5,-) a monoid homomorphism given for each (a,%) in ¥ by h[p]((a,i)) = a. The element
of S defined by ¢ is then given by
lell == > hlel(w)

we|[temp (o) |

in case (hlp](w) | w € |temp(p)||) is in F; we shall write ||¢| = L otherwise.

Remark 7.3. Similarly as for finite automata, rational expressions, and right-linear systems, we use || -|| to
denote both the element defined by an MSO formula over a summation semiring and the language defined
by a template formula. However, it is easy to see that this notation is consistent — |[temp(p)]|| is the same
language regardless if temp(yp) is viewed as an MSO formula on words or an MSO formula over a summation
semiring of formal languages.

In the following examples, we also use logical connectives A and — in addition to — and V. In particular,
for each pair of formulae @, ), we interpret (¢ A 1) as a shortcut for the formula (=((—¢) V (—¢))) and
(¢ — 1) as a shortcut for ((—¢p) V ).

Example 7.4. Consider the complete semiring S = (2% U, -,0,{1}), i.e., the semiring of subsets of the
monoid (R,-,1). Let S’ be a subset of S containing @, {1}, {2}, and {1/2}; from now on, we shall identify
singleton subsets {x} of R with their single element z.

Let us take the following formula in MSO(S’,S) (with some parentheses omitted for clarity):

o =Vo. (P(x) v PlJy());
this is a first-order formula, in fact. The template formula for ¢ is then given by
temp(p) = Vz. (P2,1)(%) V Pa/2,1)(2)),
and it can be readily observed that this formula defines the language

[temp(p)[| = {(2,1), (1/2,1)}".
Given h[]((2,1)) = 2 and hlp]((1/2,1)) = 1/2, we see that
lell = > hlel(w) = U hlel(w) = {2" | n € Z}.
we|[temp () | we{(2,1),(1/2,1)}*

Example 7.5. Let us consider the semiring N{(X*)) with ¥ = {a, b} and sums over locally finite families of
series, and let us construct an MSO formula for the series

r=4a+ Z 2" (ab)™.

neN

In the same way as in the usual MSO logic on words, we can define a formula FIRST(z) for any first-order
variable x, which is satisfied whenever x takes the value 1. In particular, we may write

FIRST () := Vy. (z < y).

Similarly, we may define a formula LAST(z), which is satisfied on a word w whenever x takes the value |w],
and a formula SUCC(z,y), which is satisfied whenever y = x + 1.
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The series r is then defined by the (first-order) formula

¢ = (Jz. (FIRST(z) A LAST(z) A PY(2))) v
v (y. (P (y) v PP (y)) A (FIRST(y) — PL(y)) A (LAST(y) — P (y)) A
Az (SUCC(y, 2) — (P (y) A B (2)) v (P (y) A PRI ().

Indeed, the template formula for ¢ is given by

temp(p) = (3. (FIRST(x) A LAST () A Prya,1)(x))) V
V (Vy. ((P2a,1)(y) V P,y (y)) A (FIRST(y) = P2q,1)(y)) A (LAST(y) — Pp,1)(y)) A
AVz. (SUCC(y, 2) = ((P2a,1)(y) N Pp,1)(2)) V (P,1)(y) A P2a,1)(2))))))-

The formula temp(y) defines the language

[temp()|| = {(4a, 1)} U ((2a,1)(b,1))".

Moreover, hlp]((4a, 1)) = 4a, h[p]((2a,1)) = 2a, and h[p]((b,1)) = b. As a result, we obtain

lell=" > hlel(w) = hlgl((4a, 1) + Y hle](((2a,1)(b,1))") = da+ Y 2"(ab)" =r.

we |[temp(p)|| neN neN

Example 7.6. Annotations can be thought of as a “device for resolving ambiguity” of formulae. Consider
for instance

o1 =Pl(@)v PN () and 4o = P(a) v PP)(x)
over the semiring N{X*) with ¥ = {a, b} and sums over locally finite families of series (some parentheses have

been omitted for clarity). The formula 1); is equivalent to pY (z). However, in the presence of multiplicities
from N, it is also natural to use disjunction as addition in the underlying semiring, which is what the second
formula vy does.

These formulae can for instance be used in sentences

1 = (Fz. FIRST(z)) A (Vz. (FIRST(z) A 1)),
w2 = (Fz. FIRST(z)) A (V. (FIRST(z) A ¢2)),

where FIRST(z) is defined in the same way as in Example 7.5. The template expressions for @1, ¢o are then
given by
temp(p1) = (3z. FIRST(z)) A (V. (FIRST () A (P, (%) V Pa,1)(2)))),
temp(yp2) = (3z. FIRST(z)) A (Vz. (FIRST(2) A (Pg,1)(2) V Pla,2)(2)))),
hence
[temp(p1)[| = {(a,1)}  and  |temp(p2)|| = {(a,1), (a,2)}.
As a result, given hlp1]((a,1)) = hlp2]((a,1)) = h[p2]((a,2)) = a, we obtain

1]l = a and l2]] = a+ a = 2a.

Let us now prove for MSO formulae over summation semirings a lemma analogous to Lemma 3.7 for finite
automata, Lemma 5.11 for rational expressions, and Lemma 6.7 for right-linear systems: if an element of
a summation semiring can be expressed as a sum of homomorphic images of words from a rational language,
then it is MSO-definable.
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Lemma 7.7. Let ¥ be an alphabet, L C ¥* a rational language, (S, F,®) a summation semiring, and
h:¥* = (S,-) a monoid homomorphism. If (h(w) | w € L) is in F, then the semiring element

> hiw)

weL
equals ||¢|| for some monadic second-order sentence o over S’ and S, where S’ = h(X)U{0,1}.

Proof. Suppose that ¥ = {c1,...,¢,} for some nin N. Let T' = 5" x{1,...,n} and f: ¥* — I'* a homomor-
phism defined for all 4 in {1,...,n} by f(¢;) = (h(c;),1); f is clearly injective. As L is rational and the class
of rational languages is closed under homomorphism, there is an MSO(I')-sentence v such that |[¢|| = f(L).
Then there is a unique MSO(.S’, S)-sentence ¢ such that temp(¢) = 9 and hlp]: (S’ xN)* — (S, ) is defined
for all (a,4) in S" x N by h[p]((a,i)) = a. Clearly hlp](f(w)) = h(w) for all w in ¥*. As a result, it follows
by conditions (i) and (¢) of Definition 2.1 and by injectivity of f that

lell=" > hlel@) = Y hlel@)= Y hlelz) =D hlel(f(w) =) hw),

z€|[temp(e)]| z€l|y]| z€f(L) wel wel
all sums being over summable families. The lemma is proved. O

We may now finally prove the equivalence of MSO-definability and rationality for elements of summation
semirings.

Theorem 7.8. Let (S, F,®) be a summation semiring, S’ a subset of S containing both 0 and 1, and a
an element of S. Then a is in Rat(S’,S) if and only if a = ||| holds for some monadic second-order
sentence @ over S’ and S.

Proof. By Theorem 5.12, it is suffices to prove that a = ||¢|| for some sentence ¢ in MSO(S’, S) if and only

if
a= Z h(w)

weL

for some rational language L C ¥* and a monoid homomorphism h: ¥* — (.5, -) such that h(X) C S’ and
(h(w) | w € L) is in F. However, the “if part” of this statement follows by Lemma 7.7 and the “only if part”
is proved by taking L = |[temp()|| and h = h[y]. O

8. Partial Evaluation Semantics for Finite Automata

Our definition of behaviour of finite automata over summation semirings is a formalisation of the following
idea: the semiring element realised by an automaton is a (possibly) infinite sum of elements corresponding
to valid runs of the automaton, where the element corresponding to each run is given by a finite product of
semiring elements. This approach to defining elements realised by automata over semirings is possible and
well known both for automata over complete semirings and for proper weighted automata over arbitrary
coefficient semirings [7]. Finite automata over summation semirings thus generalise both.

However, as already anticipated in Section 3, there are classes of finite automata over summation semi-
rings, for which the behaviour cannot be defined as an infinite sum over all runs, although elements realised
by such automata can be defined via stars of transition matrices. The next example shows that this is a case
for cycle-free weighted automata over arbitrary coefficient semirings, as defined in [11]. This is the reason
why automata over summation semirings, with semantics defined as in Section 3, do mot incorporate all
cycle-free weighted automata.

Example 8.1. Let S be a semiring and ¥ an alphabet. A cycle-free weighted automaton over S and ¥ [11]
can be described as a finite automaton A over the summation semiring (S{%*)), F, ®) of Example 2.3% such
that the transition matrix A = A 4 of A satisfies the following property: if A" = (d; ;[t])nxn for all ¢ in N,
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(1) (4)
le —1e e 1e

Figure 2: A cycle-free weighted automaton A with undefined behaviour over (S{X*)), F, ®).

then there is some s in N such that A® is a matrix of proper series, i.e., (d; ;[s],e) =0for¢,j =1,...,n. It
is then easy to see that the matrix A* is well defined over (S{X*), F, ®).

However, the behaviour || A| of a cycle-free automaton A over S and ¥ might be undefined. Figure 2
shows an example of such automaton A. Clearly, there are infinitely many valid runs in A such that the
corresponding series is 1; the sum for the behaviour is thus not locally finite and ||.A|| = L. On the other
hand, it is easy to see that if I = I 4 and F' = F4 are vectors defined as in Section 3, then IA*F = 1.

The phenomenon just described is caused by the fact that condition (i7) of Definition 2.1 may not hold
the other way round for general summation semirings, the summation semiring of formal power series with
locally finite sums being a prominent counterexample. The condition (i7) guarantees that each well-defined
infinite sum can be evaluated by parts — that is, it is possible to first sum over some subfamilies and next
take the sum of results obtained. However, it may happen that a well-defined sum of well-defined sums
becomes undefined after being “unwrapped” to a single infinite sum.

Evaluation of sums by parts is thus “stronger” than their “standard” evaluation. Thus, to incorporate
cycle-free weighted automata into our framework, we shall now define an alternative semantics for finite
automata over summation semirings, which we shall call partial evaluation semantics. This will correspond
to evaluating the behaviour of an automaton A by parts, according to some partition of the language
[temp(A)[|.1° Tt is easy to see on Example 8.1 that different results can be obtained for different partitions.

In what follows, U denotes a universe of symbols (i.e., an infinite alphabet); we shall assume that
[[temp(A)|| C U* for each finite automaton A considered.

Definition 8.2. An evaluation partition is a partition P = (P; | i € I) of U* such that P; N ¥* is finite for
each i in I and each finite alphabet ¥ C U.

We shall now use the following notational shortcut: if S is a set, (a; | ¢ € I) a family in F(S), and p()
a predicate dependent on i, then we shall write (a; | @ € I; p(¢)) for the family (a; | ¢ € {i/ € I | p(i')}).
If moreover S is a summation semiring (S, F,®) and (a; | i € I; p(é)) is in F, then we shall write

Zai = Z a;.

i€l ie{i’el|p(i')}
p(i)

Definition 8.3. Let (S, F, ®) be a summation semiring, P = (P; | ¢ € I) an evaluation partition, S’ a subset
of S containing the elements 0 and 1, and A a finite S’-automaton over S. If

Z RhlA)(w) | i € I; |[temp(A)|| N P; # O

wel||temp(A)||NP;

9That is: F consists of all locally finite families of series in S{X*).
10To be more precise, we shall require all parts to which |[temp(A)|| is decomposed to be finite. This is in order to avoid
pathological situations, in which the partial sums used to evaluate the behaviour are themselves undefined.
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is in F,'! we shall write

[All» := > > h[A](w)

el we|[temp(A)||NP;
[temp(A)[[NP;#0
and call the semiring element ||.A||p the behaviour of A according to partial evaluation semantics given by P.
We shall write || A||p = L otherwise.
Remark 8.4. Let ID denote an evaluation partition ID = ({w} | w € U*). Then it is easy to see that
1Al = (Ao

holds for every finite S’-automaton A over (S, F, ®).

We shall say that an evaluation partition R = (R; | j € J) is a refinement of an evaluation partition
P = (P, | i €I) if there is a partition (J; | ¢ € I) of J such that P, = |J..; R, for each i in I. We shall
write P C R in that case.

JEJ:

Proposition 8.5. Let (S, F,®) be a summation semiring, S’ a subset of S containing the elements 0 and 1,
and A a finite S'-automaton over S. If P,R are evaluation partitions such that P C R, then || Alp # L
whenever ||A|r # L, in which case ||A|lp = ||Allr. In particular, ||A| # L implies | Allp = ||A|l for each
evaluation partition P.

Proof. Let P=(P; |ie€I),R=(R;|je€J),and ||A||r # L. Then

> h[AJ(w) | j € J; [[temp(A)[| N R; # 0

we|[temp(A)||NR;

is in F. Let (J; | i € I) be a partition of J such that P; = J.., R; for each i in I. Let

JjEJ:
= (i e 7| lemp(A)| 1 B, #0)

and for each 7 in [, let
Ji={j € Ji | [temp(A)|| N R; # 0}.

Then (J! | i € I; |[temp(A)||NP; # 0) is a partition of J'. Moreover, (R; | j € J;) is clearly a partition of P;
for each 4 in I. Hence, (|/temp(A)||NR; | j € J}) is a partition of a finite set ||temp(.A)| N P; for each i in I.
It thus follows by conditions (i¢) and (i) of Definition 2.1 that

[All= = > > hAJ(w) = > h[A](w) =

i€l wé||temp(A)|NR; €T wel|temp(A)[INR;
[temp(4) [N R, 40

_ 3 3 3 hA(w) = 3 > h[Al(w) = [|All»,

el JEJ] we|temp(A)|INR; we|[temp(A)||NP;

i el
[temp(A) | NP, 0 l[temp(A) NP0

all sums being over summable families. As a result, ||A||p is well defined and equal to ||A||%.
For the second part of the proposition, it suffices to observe that P £ ID holds for each evaluation
partition P, so that the claim follows by the first part of the proposition and by Remark 8.4. O

Let LEN denote an evaluation partition LEN = (U* | ¢ € N). We shall now prove that ||.A||gn is defined
for a finite automaton A whenever the star of its transition matrix is. In particular, ||A||Len is defined over
summation semirings of power series with locally finite sums for each cycle-free weighted automaton A.

1 Note that the sums constituting this family are well-defined, as ||temp(.A)||NP; is finite by definition of evaluation partitions.
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Proposition 8.6. Let (S, F,®) be a summation semiring, S’ a subset of S containing the elements 0 and 1,
and A= ({1,...,n},.,T,7) a finite S’-automaton over S withn > 1 inN, I4 =1, Ax=A, and Fq = F.
If A* is defined, then || A||Len is defined as well and || AllLen = IA*F.

Proof. Let A" = (d; ;[t])nxn for each t € N. Moreover, let E be the transition matrix of temp(A) and
E' = (e; ;[t])nxn for each t € N. Similarly as in the proof of Theorem 3.11, observe that

Z hlA|(z
z€e; ;[t]

for¢,5 =1,...,n and each ¢ in N. Moreover,

[temp(A)|| NU* = U U (i, 1)eq ;[t](4,2)

i=1j=1

for each ¢t in N, the unions being disjoint.
It then follows by conditions (i) to (iv) of Definition 2.1 that

IATF =33 (i) (Z di,j[ﬂ) 7(j) = Z DO iydisltlr() =

i=1 j=1 teN i=1 j—1 teN
= D il =YY 0D i)t (5) =
teN teN i=1 j=1
i,j€{1,...,n}
=33 D@ D BA@ TG =D > hlAl(w) =
teN i=1 j=1 weer ;t] teN i=1 j=1 we(i,1)er [£](5.2)

= Z Z h[A](w) = [|AllLen,

teN wel|temp(A)||NU?
all sums being over summable families. The proposition is proved. O

However, although slightly more powerful, partial evaluation semantics seems to be much less robust
than the standard semantics for finite automata over summation semirings. In the preceding sections,
we have defined templates for various models in a more or less arbitrary way, without taking much care
of details that do not change the expressive power. Nevertheless, some more subtle properties become
important under partial evaluation semantics. For instance, it is easy to see that the symbols added in
the definition of template rational expressions in order to make the star unambiguous can result in same
evaluation partition having a substantially different effect for finite automata and for rational expressions.
The detailed examination of similar phenomena is left for further research.

9. Conclusion

The basic theory of rational elements of summation semirings, traditionally known as Y-semirings [14],
has been developed by defining the notions of finite automata, rational expressions, right-linear systems, and
MSO logics over summation semirings and proving that these four models are equivalent in their expressive
power. The proofs of expressive equivalences were based on the method of “homomorphic transitions” from
semirings of formal languages to general summation semirings, making it possible to avoid “redoing” the
usual equivalence proofs over formal languages in the more general setting of semirings.

Moreover, we have observed that the class of all summation semirings is incomparable with the class
of all partial Conway semirings over ideals. The scope of the theory presented herein is thus incomparable
with the scope of the theory developed by Bloom, Esik, and Kuich [2, 12]. On the other hand, it seems that
the settings truly relevant to automata theory can be captured using both approaches.
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We have not addressed these questions of potential interest:

1. Is it possible to weaken the definition of summation semirings so that the main results proved in this
article remain true and some new semirings (such as the one constructed in the proof of Proposition 4.5)
are incorporated?

2. On the opposite side, is it possible to strengthen the definition of summation semirings so that the
resulting class of semirings still remains a unifying framework for the theory of rational and algebraic
semiring elements and so that some properties that do not hold over general summation semirings —
such as closure of Rat(S’, S) under well-defined star — are always satisfied?

3. What is the relation of well-formed formulae in MSO logics over summation semirings of formal
power series and syntactically restricted formulae in weighted MSO logics of Droste and Gastin [4, 5|7
In particular, both classes of formulae define precisely the class of rational power series. Is there some
kind of natural correspondence between MSO formulae of both types?
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